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Abstract– Automated Guided Vehicles (AGV) have been a conventional solution and choice 
made by many manufacturing enterprises as means for Flexible Material Handling Systems 
(FMHS). In recent years, a considerable number of these vehicles have been installed on shop 
floors worldwide, effectively proving the usefulness of material handling systems. However, the 
increasing complexity of demand as well as a need for “make to order” rather than “make to stock” 
policy implies usage of more intelligent material handling solutions. This paper discusses the 
usage of an intelligent AGV as means for FMHS which should have Intelligent Material Handling 
System (IMHS) as the final outcome. This paper presents the experimental results of hybrid 
robotic control architecture. To evaluate the performance of the architecture, a mobile robot built 
on LEGO® Mindstorms NXT technology was used. Some of the architectural modules are based 
on the implementation of Artificial Neural Networks in order to achieve the needed robustness in 
exploitation. Then, through simulation using AnyLogic® 6 software, the performance in terms of 
manufacturing system effectiveness and workstation utilization is analyzed. Based on the 
experimental results, the proposed IMHS can have significant advantages over conventional 
material handling systems.           

 
Keywords– Flexible material handling system, intelligent automated guided vehicle, artificial neural networks, 
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1. INTRODUCTION 
 

A flexible manufacturing system (FMS) is a fully integrated manufacturing system consisting of computer 
numerically controlled (CNC) machines, connected by an automated material handling system, all under 
the control of a central computer [1]. Flexible manufacturing systems are crucial for modern 
manufacturing to enhance productivity involved with product proliferation. As one of the critical 
components of the FMS, the flexible material handling system (FMHS) plays a strategic role in the 
implementation of the FMS [2, 3].  

Material Handling Systems (MHS) represent automated transport of raw materials, partially 
manufactured products and goods between different locations of manufacturing systems [4]. Conventional 
transport solutions are based on powered and non-powered industrial trucks, conveyer belts, vertical 
conveyors, material handling robots and Automated Guided Vehicles (AGVs) [4, 5]. Although AGV 
technology has been transformed from predetermined guide paths [6-14] to recent advances [4, 15, 16], 
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there are still open fields for the research. If one considers the technological development that the field of 
mobile robotics has achieved, it is easy to see where some aspects of AGV research should be directed. By 
implementing these results [17-19] the AGV based transport could become faster, efficient and more 
reliable. The first effort in this direction is given in [20]. 

In this paper we present the experimental results of hybrid (robotic) control architecture for 
autonomous navigation of automated guided vehicles in a manufacturing environment. To evaluate the 
performance of architecture, a mobile robot built on LEGO® Mindstorms NXT technology was used. An 
experimental model of the existing manufacturing environment was developed and the results of the AGV 
implementation based on the proposed architecture were presented. Furthermore, in AnyLogic software 
we developed the model of the manufacturing environment and analyzed how implementation of 
advanced AGV based transport can improve its efficiency. It is important to stress that the empirical data 
is used for the simulation study. Data was recorded while analyzing and measuring the productivity of 
each machine tool. Simulation studies are useful for analysis of various processes of manufacturing 
enterprises [21]. 

Studies of AGV design and control [22, 23] point out that a new generation of AGV will be necessary 
to handle tasks in various industrial applications in years to come. Both studies emphasize the necessity 
for more intelligent vehicles able to tackle problems being imposed with demands for more effective, 
reliable, faster, and efficient transportation systems based on this technology. It is evident that these 
requirements imply usage of artificial intelligence, as well as methods and algorithms developed by a 
research community in the field of mobile robotics. This should result in more intelligent vehicles able to 
flexibly adapt to changes in a working environment while performing the transportation task. 
This paper is structured as follows. After discussing related work in the following section, in the third 
section we will present the layout of the manufacturing environment used in this research. Our approach 
towards developing robotic control architecture is given in the fourth section. Finally, the fifth part 
provides experimental and simulation results demonstrating the advantages of our approach. 
 

2. RELATED WORK 
 
AGV based transport is a well-studied field. There are a number of sources reporting successful 
implementation of AGVs for ship container transport in harbours [24, 25], industrial transport [4, 16] and 
even hospital environment [26]. Kelly et al. [15] developed an AGV transport system with camera able to 
operate in an environment without a supporting infrastructure. They noticed that retrofitting (existing) 
industrial trucks by computer vision and laser detection and ranging can reduce dependence on guidance 
structure. In their research [27, 28] they focused on various aspects of AGV design, but no reference is 
made towards development of robotic control architecture.  

In the study of AGV much research effort is devoted to the problem of routing, which represents a 
vehicle’s ability to make decisions along the guidance path in order to select optimum route to destination 
[4]. Scheduling and routing seemed trivial, but as the number of installed AGVs became larger this issue 
gained in importance [29]. Recent advances in this domain have proposed disjunctive graph and memetic 
algorithm for simultaneous scheduling of machines and automated guided vehicles [30]. Nishi et al. [31] 
provided a bilevel decomposition algorithm for simultaneous production scheduling and conflict-free 
routing for AGVs by decomposing original problem into upper and low-level subproblems. A similar idea 
for decomposition of original problem is found in [32]. On the other hand, Angeloudis et al. [33] 
developed a method for uncertainty penalization and report that the proposed method outperforms known 
approaches and heuristics. Berman et al. [34] developed methodology for evaluation of AGVs control 
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based on their long-term research [35, 36]. Multi-vehicles approach to industrial transport problem 
requires analysis of other issues as well [36, 37].  

This paper differs from the aforementioned contributions. Our ongoing research focuses on 
implementation of advanced methods and algorithms developed by the community in the field of mobile 
robotics for transport purposes within the manufacturing environment. One recent published result [4] is 
similar to our approach. They considered the implementation of flexible AGV based on industrial forklift 
truck. To build the flexible AGV the authors reported that their system is easily configured, easily 
commanded, able to navigate autonomously and able to operate in partially structured environments [4]. In 
a way, the aforementioned abilities can easily become standard conditions that the flexible AGV system 
needs to fulfill. Our work differs from their contribution in several ways. First of all, in this research we 
focused on the building and testing of the proposed navigation architecture in an experimental 
environment. We developed hybrid robotic control architecture for navigation in a manufacturing 
environment and present the first experimental results. The hybrid nature of the architecture allows both 
deliberative processes for planning purposes and reactive behaviours for motor control. Synergy of 
reactive and deliberative approaches has been recognized as a better solution [38-40]. Furthermore, by 
using feedforward artificial neural networks for some of the individual architectural modules the 
robustness of the architecture is improved. Artificial neural networks are able to achieve complex 
nonlinear mappings and operate in real time with a high degree of accuracy. The second distinction relates 
to building a simulation model of the analyzed manufacturing enterprise. Simulation study shows whether 
the effectiveness of the manufacturing system and work station utilization can be improved. 
 

3. MANUFACTURING ENTERPRISE 
 
This part of the paper briefly describes the layout used in the simulation and experimental process. This 
particular manufacturing enterprise is in the business of manufacturing sheet metal and their assemblage in 
products. The layout may be seen in Fig. 1.  

The authors designed the layout two years ago. The layout is designed in a circular shape to enhance 
the flow of material and to increase productivity. The existing environment has nine machines (Table 1). 
The warehouses are marked as W1, W2, W3, W4 and W5. From the standpoint of material transport, the 
important warehouses are W1 (assembling and packaging) and W2 (final products). The local warehouses 
(W4 and W5) are located in the vicinity of machines (Fig. 1). Powered and non-powered industrial trucks 
perform the material transport tasks. The main research goal at this stage is to see whether it is possible to 
improve the flow of material and consequently increase efficiency by implementing intelligent material 
handling system (IMHS). Manufacturing process starts with the machine M1, where panels of the sheet 
metal are being sheared into the smaller panels. Depending on the product being produced, the smaller 
panels are sent to be punched or blanked. Finally, the material is sent to W1 where assembling and 
packaging are performed. The final products are transported to the warehouse W2. As expected, 
transportation paths are not the same for all products. The paths could be diverse depending on the parts 
being manufactured and materials needed.  
 

4. CONTROL ARCHITECTURE 
 
To implement mobile robots as a means of transport the particular control architecture has been proposed 
[41]. The architecture consists of four distinct layers (Fig. 2.). The first one is the Sensor Layer responsible 
for information gathering. The second layer processes and interprets the sensor information and makes 
decisions. The third layer generates fast reactions according to the information provided by the second 
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layer. Finally, the Robot Interface Layer enables the control of motors. The architecture is designed 
regarding functions for the intelligent agent [42]. 
 

M5 M6M7 M3 W4 M2 M8 W5M4 M1

M9 W3 W2W1

 
Fig. 1. Layout of the existing manufacturing environment 

 
Table 1. List of machines in the manufacturing enterprise 

 
Machine symbol Description  
M1 Shearing machine 
M2 CNC punch press for punching and blanking 
M3 Hydraulic punch press 
M4 Punch press for punching and blanking 
M5 and M6 Pillar drill (bench drill) 
M7 Circular saw 
M8 Whetting machine 
M9 Line for machining parts made of cooper 

 

 
Fig. 2. Overview of the architecture 

 
The second layer consists of three modules: State_estimate, Obstacle_map and Path_planner module. 

State_estimate module provides a robot with information about its pose. Obstacle_map module detects 
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and reports the presence of obstacles in the path, while Path_planner generates plans for online 
exploitation. The information about a transport task is given in the mission data file (MDF) that takes the 
production plan on a daily level and sends them to Path_planner. The output of the State_estimation 
module is sent to the Path_planner module. The Skill Layer consists of one module: the Steering_control 
module generates controls for the change of the robot’s course. The Skill Layer is supplied with 
information generated by Path_planner and Obstacle_map modules. This module will be in our research 
focus in the near future. The following part of the paper introduces individual modules and provides main 
ideas implemented during the experimental process. 
 
a) State estimation 
 

The mobile robot localization is the problem of determining the robot pose relative to the given map 
of the environment [43]. The problem itself assumes that the mobile robot was given the map and, relative 
to that particular map, the robot is supposed to estimate its position and orientation. There are two main 
approaches towards solving localization problem. The first one is global localization problem, the problem 
where the robot knows the map of the environment but its initial position and orientation are not known. 
The second one is the local localization problem (initial position and orientation are known), often referred 
in the research community as position tracking. Our implementation is based on the second approach. 

In the rich field of literature related to mobile robot localization, a number of methods have been 
proposed as a solution [44-53]. In this paper the state estimation module is based on the Extended Kalman 
Filter (EKF) [54-56]. In Kalman Filter (KF) setup the state transition model is given as:  
 

    tttttt wuBxFx ++= −1       (1) 
 

where xt and xt-1 is the state vector at time instants t and t-1 respectively, while ut is the control vector at 
time t. Ft is a square matrix of size n x n (n is the dimension of the state vector xt) and Bt is of size m x n (m 
is the dimension of the control vector ut). Finally, wt is the zero mean uncorrelated motion noise with the 
Gaussian distribution and covariance matrix Qt, i.e. wt ~ N(wt;0,Qt). The measurement model is defined as 
follows:  

    = +t t t tz H x v           (2) 
 

Here, Ht is a matrix of size k x n, where k is the dimension of the measurement vector zt, and vt is the 
measurement noise with the Gaussian distribution with zero mean uncorrelated noise and known 
covariance matrix Rt, i.e. vt ~ N(vt;0,Rt). Furthermore: δk

T
jk QwwE =][ ; δk

T
jk RvvE =][ ; 0][ =T

jk wvE , 
where δ is the Kronecker delta function (δ = 1 if k = j and δ = 0 if k ≠ j). KF is implemented in two steps, 
the prediction step and the update step. The prediction step predicts a priori the state of the robot 
represented with expected valued μt and covariance matrix ∑t of assumed Gaussian distribution according 
to the state transition model. In the update step, the information gathered from measurements is 
incorporated by calculating Kalman gain and innovation vector. Although KF is one of the most widely 
used probabilistic techniques, it is not capable of estimating robot pose with predefined accuracy due to 
linearity assumption. Therefore, Extended Kalman Filter (EKF) was introduced [54-56]. EKF extends 
nonlinear models of state transition model and measurement model via Taylor series expansion. Let xt be 
the state vector, and Σt covariance matrix at time t, and let g(xt-1, ut) and h(xt) be the nonlinear functions 
that define the state transition model and the measurement model respectively. Then the EKF equations 
for mobile robot localization are as follows: 
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Gt and Vt are Jacobians of motion model with respect to the state vector xt-1 and control vector ut 

respectively. Ht is measurement Jacobian with respect to state vector xt-1 (Ht = ∂h(x t)/∂ xt). In the second 
line the prediction step is taken. In the third line of the algorithm, first the uncertainty of measurement is 
determined and after that the Kalman gain. Finally, the update step is taken in the fourth line of the 
algorithm. The presented algorithm recursively calculates the robot pose and the uncertainty.  

The sensor model of a mobile robot perception uses feature based maps. The feature vector is defined 
as: Tn

t
n
t

n
tt syxzf ][)( = , where n

tx and n
ty stand for the x and y coordinates of feature n defined in global 

frame, and n
ts  represents its signature. In this experimental setup, the signature of the feature has been 

defined as its colour. The light sensor is used as a sensor for detection of light change.  
 
b) Path planning  
 

Planning the robot’s future actions is done exclusively for path finding according to the plan of 
transport, which provides the information regarding materials needed to be transported as well as 
transportation start points and goal points (machine tools and warehouses). MDF module in the sensor 
layer takes that information and generates the optimal path the robot should take in accordance with the 
requirements imposed by the daily production schedule. At this stage of the research, Path_planner 
module and MDF module are the same modules. For purposes of path planning the A* search algorithm is 
implemented [57, 58]. A* algorithm searches for the shortest path by finding the minimum of the 
following cost function: 
 

    )()()( nhngnf +=       (7) 
 
Here g(n) is path-cost function, which represents the cost of going from node i to node j, while h(n) is 
heuristic, which determines the distance from node j to the goal. A* search is guaranteed to find the 
optimal path if heuristic h(n) is optimal. The experimental model of manufacturing environment has been 
discretized into a 100 x 150 grid of pixels (1x1 [cm] is dimension of pixel) and eight-point connectivity 
has been adopted. 
 
c) Steering control neural network 
 

Neural networks have received considerable attention recently in the various fields of engineering 
research, all due to their ability to approximate a large class of functions [59,60]. Neural network provides 
a designer the opportunity to model complex engineering problems where “conventional” solutions have 
limited capabilities. 

In order to achieve motor control one module has been developed for control of steering the robot’s 
wheels. In the experimental setup, Steering Control Neural Network (SCNN) has been developed on the 
basis of Generalized Regression Neural Network (GRNN) [59]. This particular neural network is formed 
of two layers. The first one, called the hidden layer, consists of Radial Basis Functions (RBF) performing 
nonlinear transformation of the input. The second layer performs weighted summation of the first layer’s 
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outputs. This neural network is suitable for function approximation, drawing the function estimate directly 
from the training data. In the following part of the paper the basics of this neural based regression will be 
introduced. Nonlinear regression function is given as follows: 
 

   Nixfy iii ,...,2,1,)( =+= ε      (8) 
 
Here, xi is the input vector ( mx ℜ∈ ), yi is the observable ( ℜ∈y ) and f(xi) is unknown regression 
function. εi represents white noise with zero mean and variance σ2. Moreover: 
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The estimate of regression function f(xi) is based on expected values of model output y near a point x. 

By applying this concept the regression of y on x is given as: 
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where density f(x,y) is generally not known and must be estimated from a sample of observations of y and 
x: 
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where h is the parameter controlling the size of the RBF units K(·), also called kernels. The adjustable 
parameters of this network are the location of basis functions, the width of the kernel (the spread, i.e. 
parameter h), the shape of the receptive field and the linear output weights. GRNN is a normalized RBF 
network with a centred hidden unit at each training example.  

Having introduced the basic concept of generalized regression neural network, the following part of 
the paper presents the experimental process and the results of training. The experimental process was 
performed in the following manner. The desired change of the steering angle was declared as the input 
while the motor commands were regarded as the output. The robot was given the command to change its 
orientation for a particular angle relative to its initial orientation. The angles used in the experimental 
process are: ±15o; ±30o; ±45o; ±60o; ±90o; ±120o; ±150o; ±180o. Then, the motor command that generates 
the required steering for the issued change of the orientation was recorded. Fig. 3 shows the training set (a) 
and the training results (b). Dots represent the training set while the lines are results of the learning 
process. Each line depicts the learned hypothesis for different choice of parameter h which controls the 
spread of the kernel function K(·). For larger values of this parameter the estimated function becomes 
smoother. The arrow in Fig. 3a shows functions with larger numerical values of spread parameter. The 
best results were obtained for the h=1.2. Fig. 3b presents results of the training process for various values 
of parameter h (1…5 with increment of 0.2). Values larger than five have been disregarded in the training 
process since these values tend to generate the network’s response, which is not the desired one. The 
network’s performance was tested at the following points t = (-170, -130, -80, -25, 25, 80, 130, 170) in [o].  

It is important to stress that the generalized regression neural network is able to approximate the 
unknown function with the zero value of the mean squared error, which is the case in this example. Based 
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on the previous analysis it is obvious that GRNN is able to perform desired mapping between the input 
space and the output space. 
 
d) Colour recognition 
 

To implement EKF algorithm for the robot’s localization it was essential to enable the robot with the 
ability to distinguish colour of basement and colour of landmarks. As it may be seen, the experimental 
manufacturing environment is painted in white, while the landmarks are painted in black colour – Fig. 4a 
(the black rectangles are landmarks). For these purposes the following experimental procedure has been 
applied so that training set could be established. The mobile robot was placed in the environment and 
given the command to move. While the robot was moving the light sensor gathered readings. Having 
moved for some time, the operators declared what the robot had been driven on as white colour. The same 
procedure was performed for the black coloured surface. Finally, the procedures have been repeated 
several times to accommodate different intensity of ambient light (i.e. whether office lights were turned on 
or off) and various situations occurring while the mobile robot is moving (readings while the light sensor 
oscillates during movement of the robot). The training set could be seen in Fig. 3c. Approximately 5,000 
readings were gathered for both colours. The learning process was performed in Matlab® environment by 
implementing Probabilistic Neural Network (PNN). PNN could be perceived as the dual of Generalized 
Regression Neural Networks for classification. 
 

 
(a) 

 

  
(b) (c) 

Fig. 3. (a) Training set for steering; (b) Analysis of training results for steering change; 
(c) Training set for colour detection 
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(a)        (b) 

Fig. 4. Experimental manufacturing environment and the mobile robot 
 

5. EXPERIMENTAL SETUP AND ON-LINE PERFORMANCE  
IN EXPERIMENTAL ENVIRONMENT 

 
This section describes the mobile robot, its environment, and the specific implementation used throughout 
the experiments. The experimental model of manufacturing environment was built according to the 
existing manufacturing enterprise operating near the city where the authors live. Fig. 4 shows the 
experimental model of the manufacturing environment (a) and the LEGO® Mindstorms NXT mobile robot 
(b). Configuration consists of two ultrasonic sensors (S1 and S2), one light sensor (LS), two motors (Mt1 
and Mt2) and two encoders (E1 and E2) within motors. Ultrasonic sensors were used for obstacle 
avoidance, two encoders for odometry prediction, and finally the light sensor for detection of landmarks. 
Software codes for architectural modules have been written in Matlab® environment. Communication with 
the robot is achieved by using RWTH Matlab® toolbox developed at the University of Aachen – Germany. 
In this way, the laptop serves as the central processing unit. Sending/receiving information is achieved via 
USB cable. 

Figure 5 shows typical situations during one experimental run. The mobile robot is supposed to pick 
materials from a shearing machine (Fig. 5a), CNC punch press for punching and blanking, auxiliary 
materials from one of the local warehouses and transport them to the warehouses W1 and W3 for 
assembling (Fig. 5a-f). The final step of this task is to transport them to the warehouse of final products 
(Fig. 5f). This task is just one of the many possible tasks that are being executed according to the 
manufacturing process. Black painted rectangles are features. Although there is no general method that 
should provide optimal placement of features in the working environment, for purposes of transportation 
tasks the landmarks have been placed in front of machine tools (Fig. 5a-f. The Matlab® application 
developed for tracking the robot’s performance is given in Fig. 5g. The circle represents the mobile robot. 
The start position is on the upper left corner. The straight line is the path generated by the path planner 
module.  

Further on we illustrate the performance of the IMHS and overall manufacturing system by 
simulation experiments. The simulation model is developed using AnyLogic® 6 simulation software – 
educational version. Graphical presentation of the developed model during animation is given in Fig. 6. 
For this simulation experiment, the practical inputs of the simulation are shown in Table 2. Simulation 
results showing workstation utilization are given in Table 3. 
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(a) (b) 

  
(c) (d) 

   
(e) (f)        (g) 

Fig. 5. The mobile robot in the environment while performing the transportation task (a-f). 
(g) Matlab® application for tracking the on-line performance 

 
 

  
Fig. 6. Graphical presentation of the simulation model during animation 
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Table 2. Input time for simulation – Operation sequence and operation 
times (in seconds) for representative parts 

 
Workstation  Transport 

fuse 
Mainbusbar  

support Support d800 Busbar 
2 L1 

M1 - - - - 
M2 6+2 - - - 
M3 2+2 - 4+4+4+2+2 - 
M4 2.5 - 32+37+6+3.5+18 - 

M5 and M6 - 10+6 - - 
M7 - 12 - - 
M8 - - - - 
M9 - -  2+23+4+7+8+5 

 
Table 3. Simulation results 

 
Workstation # Utilization of workstation [%] Average waiting time [s] 

1 - - 
2 89.49 35.57 
3 61.38 77.88 
4 61.42 173.19 
5 58.56 127.53 
6 52.98 135.22 
7 58.62 127.2 
8 - - 
9 87.82 127.12 

 
6. CONCLUSION 

 
We have presented the experimental results of the hybrid architecture for AGV navigation and 
exploitation in a manufacturing environment. We used LEGO® Mindstorms NXT mobile robot and placed 
it in a laboratory model of existing manufacturing environment. We have shown that the proposed method 
of receiving and interpreting information can be applied for purposes of autonomous navigation. 

One of the most important characteristics of this architecture is its modularity. Individual modules can 
be changed, reformulated and even redeveloped, not effecting overall performance of the system in the 
negative sense. If basic blocks of the architecture are upgraded or redeveloped based on faster and more 
reliable methods, it would not degrade overall performance. For instance, so far we have used EKF for 
state estimation, but we are currently developing Particle Filter localization [50].  

The main idea behind development of this architecture can be summarized in the following sentence: 
if each of the individual modules performs in an optimal way the entire system will perform better. 
However, the architecture can be improved. Firstly, the MDF module is focused exclusively on the layout 
without considering the production process itself. Some ideas for the simultaneous scheduling and AGV 
routing can be found in [30-33, 61]. It would be interesting to see whether the results and findings reported 
in [62] could be combined in the framework proposed in this paper to improve the performance. Secondly, 
the obstacle avoidance is not provided but we have already taken steps in this direction [63]. Thirdly, the 
state estimation should be extended to the Simultaneous Localization and Mapping (SLAM) [17], which is 
important for daily exploitation [4]. Fourthly, by implementing a camera we can significantly improve the 
robot’s performance. Kelly et al. were among the first who implemented vision for AGVs [15]. Advances 
in visual SLAM [17, 18] provide the basic foundation of this line of future research.  

Development of this architecture can be observed from a broader picture as well. Modularity of 
architecture allows the implementation of various algorithms for basic building blocks (modules for state 
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estimation, path and action planning etc.). This feature has been exploited through classes while teaching 
Intelligent Manufacturing Systems to master level students at the University of Belgrade-Faculty of 
Mechanical Engineering (http://cent.mas.bg.ac.rs) [64].   

Finally, to evaluate the efficiency of the IMHS and overall manufacturing system, the simulation 
model is developed. Our simulation results show that the IMHS has advantages over the conventional 
systems in terms of manufacturing system effectiveness and workstation utilization. Simulation results 
show good efficiency of the manufacturing system (Table 3). The average utilization of workstations is 
67.20%, and utilization of IMHS is 42%. Effectiveness of the manufacturing system is 62 products per 
hour. Therefore, the IMHS can speed up the manufacturing process, lower the inventory cost, and have the 
capability of fast response to the customer demands. Due to product proliferation, this potential advantage 
is important for the metalworking industry. Although the obtained results showed usefulness further 
research is needed to achieve the demanded level of reliability imposed by the complexity of the 
transportation task itself.  
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NOMENCLATURE 
 
xt state vector at time instant t g(xt-1, ut) the nonlinear function that defines   

 the state transition model 
xt-1 state vector at time instant t-1 n

ts  signature of feature 
ut the control vector at time t A* search algorithm 
Ft a square matrix of size n x n (n is the                  
 dimension of state vector xt) 

f(n) cost function 
 

Bt matrix of size m x n (m is the dimension of 
 the control vector ut) 

g(n) path-cost function which represents cost of  
 going from node i to node j 

wt the zero mean uncorrelated motion noise with 
 the Gaussian distribution 

h(n) heuristic that determines the distance from 
 node j to the goal 

Qt covariance matrix of wt yi nonlinear regression function 
zt measurement vector  xi the input vector ( mx ℜ∈ ) 
Ht a matrix of size k x n yi the observable ( ℜ∈y ) 
vt the measurement noise with the Gaussian 
 distribution with zero mean uncorrelated  
 noise 

f(xi) regression function 

Rt covariance matrix vt K(·) Kernel function  
h(xt) the nonlinear function that defines the 
 measurement model 

h parameter controlling the size of kernel K(·) 
 

Gt Jacobian of motion model with respect to the 
 state vector xt-1 

S1, S2  ultrasonic sensors 

Vt Jacobian of motion model with respect to the 
 control vector ut 

Mt1, Mt2 motors 
 

Ht measurement Jacobian with respect to state 
 vector xt-1 

E1, E2 encoders within motors 
 

)z(f t  feature vector W1, W2, W3, W4 and W5       warehouses 

n
tx , n

ty  x and y coordinates of feature n defined in 
 global frame 

M1, M2, M3, M4, M5, M6, M7, M8, M9 machine 
symbols 
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FMS  Flexible Manufacturing System EKF  Extended Kalman Filter  
CNC  Com puter Numerically Controlled ICAPP  Intelligent Computer Production Planning  
MHS  Material Handling System SCNN  Steering Control Neural Network  
AGV  Automated Guided Vehicle GRNN  Generalized Regression Neural Network 
IMHS  Autelligent Material Handling System RBF  Radial Basis Functions  
MDF  Mission Data File PNN  Probabilistic Neural Network  
KF  Kalman Filter LS  Light Sensor 
δ  the Kronecker delta function εi  white noise with zero mean and variance σ2 

μt   expected value of the robot state ∑t  covariance matrix at time t 
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