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Abstract– Document clustering has been widely used in information retrieval systems in order to 
improve the efficiency and also the effectiveness of ranked output systems using clustering 
hypothesis. Based on this hypothesis, documents relevant to a query tend to be highly similar in 
the context defined by the query. In this way, a pair of documents has an overall similarity 
(ignoring the query) and a specific similarity (similarity of a pair of documents given a query). A 
Query-Sensitive Similarity Measure (QSSM) is a mechanism to measure the similarity of two 
documents given a query. In this paper, in the first step, we identify the sources of information that 
may be used for this purpose. In the second step, we propose a QSSM based on these information 
sources. Finally, we propose a parametric QSSM that simultaneously makes use of the product and 
weighted sum to fuse the information from the identified sources. A genetic algorithm is used to 
learn the optimal values of parameters in this measure for a specific collection. The leave-one-out 
method is used to evaluate the proposed learning scheme. Our motivation for this is to see whether 
the learning scheme can perform significantly better than the measure proposed in the second step. 
Using several document collections, the performance of each measure is evaluated and the results 
are compared with other QSSMs proposed in the past research.            
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1. INTRODUCTION 
 

An information retrieval (IR) system is characterized by a set of documents and users who submit their 
queries to the system in order to find the information they require. Generally, the system returns both 
relevant and non-relevant documents to the user. Two most commonly used approaches to assist the users 
in finding the relevant information are ranked list and clustering of retrieved documents. 
Clustering is a process by which an object space is partitioned into groups that are related in some context. 
It has been applied to the field of IR for improving the efficiency [1] and the effectiveness [2] of these 
systems. 

Generally, a search engine presents the retrieved documents as a ranked list. The documents are 
ranked according to the probability of being relevant to a user's query. The highest ranked document is 
considered as the most likely relevant document. It is assumed that the user will examine the documents 
starting at the top of the list one by one. 

It has been shown that the cluster hypothesis also holds in a subset of documents retrieved in response 
to a query [3]. Based on this hypothesis, documents relevant to a given query tend to be more similar to 
each other than non-relevant ones, and therefore tend to appear in the same cluster. The clustering can 
then be applied to the document subset retrieved by a conventional ranked list IR system before presenting 
                                                           
∗Received by the editors June 29, 2005; final revised form March 1, 2006. 
∗∗Corresponding author 
 
 



M. Zolghadri Jahromi / M. R. Valizadeh 
 

Iranian Journal of Science & Technology, Volume 30, Number B2                                                                                 April 2006 

172

the results to the user. This can improve the effectiveness of a ranked list system by retrieving documents 
that have otherwise been ranked low through inter-document association (clustering) with other relevant 
documents. 

The idea of QSSM was first introduced by Tombros and Van Rijsbergen [4]. According to this, a pair 
of documents has an overall similarity, which is fixed under all queries submitted to the IR system and a 
specific similarity, which is variable under different queries submitted to the IR system (i.e. a function of 
query). In IR, we are interested in the relationship between documents under the context defined by the 
query. The aim of QSSM is to provide a mechanism for calculating such a similarity. 

In this paper, in the first step, we identify three sources of information that may be used in defining a 
QSSM and propose a QSSM based on these sources. In the next step, we generate new information 
sources using product as the fusion operator. The QSSM is then defined as the weighted sum of all 
possible sources of information, and search capability of the Genetic Algorithm (GA) is used to learn the 
best combination of weights in this measure (using the relevance feedback for a query subset of a specific 
document collection). We use the leave-one -out method to assess the performance of the learning scheme. 
The aim of the second step is to see if this adaptive scheme can develop QSSMs that perform significantly 
better than the measure that was proposed in the first step.  
This paper is organized as follows. In section 2, we give a brief survey of past research in the field of 
applying GA and Genetic Programming (GP) in IR. In section 3, we present the basic idea of QSSM along 
with past research in this subject. In section 4, the proposed QSSM is presented. In section 5, an adaptive 
scheme for QSSM (using GA) is discussed. In section 6, the detail of the experimental setup and 
simulation results are presented. Section 7 concludes this paper. 
 

2. APPLICATION OF GA AND GP IN IR 
  
GA and GP are problem-solving techniques based on the principles of evolution. These parallel global 
search algorithms are widely used to solve optimization and approximation problems [5]. 

Recently, considerable research has been carried out to apply GA and GP to the field of IR for 
improving the performance of these systems [6]. One early work in this area was carried out by Gordon 
[7]. He used GA to develop an adaptive method for document indexing. In this, keywords used to 
represent various documents are altered over time as the user interacts with the system. In this way, 
documents are represented by keywords which can be matched with keywords in user queries. 

In a similar approach, Yang and Korfhage [8] applied GA to change the representation of documents 
using relevance judgments provided by the user. Instead of selecting keywords to represent a document, 
they used GA to alter the weight assigned to each keyword in representing the document. They reported 
improved performance of the system as the weights of keywords for representing documents improved in 
the process of evolution.    

 Pathak et al. [9] applied GA to adaptively change the matching function for a document collection. In 
their research, a linear combination of several well-known matching functions (i.e. Dice, Jaccard, cosine, 
etc.) was used as the overall matching function. They used GA to search for an optimal combination of 
these matching functions for a specific collection. A subset of documents of known relevance was used as 
input to GA to find the best combination of weights for the final matching function. 

Fan et al. [10] continued their research in this field by applying GP to generate an optimal term 
weighting formula on a per query basis. Using a query and a subset of documents known to be relevant to 
that query, they used GP to evolve an optimal weighting formula for that specific query.  

Cummins and O'Riordan [11] used GP to develop weighting formulas that operate well for all queries 
in a specific document collection rather than finding optimal weighting formulas on a per query basis. 
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The research reported in this paper is an attempt to use GA in developing a QSSM using relevant 
feedback. The QSSM is defined as a linear combination of multiple sources of information. GA is used to 
search for an optimal combination of weights in this measure for a specific collection. 
 

3. QUERY SENSITIVE SIMILARITY MEASURES 
 

In any clustering method, a similarity measure is needed to calculate inter-object similarities. In document 
clustering, traditionally, the similarity of each pair of documents is calculated off-line, in the form of a 
large matrix, before the submission of a query to the system. This form of clustering is sometimes called 
static because the similarity of two documents is independent of the query and remains constant under 
different queries submitted to the system. One of the most common measures of this type is the cosine 
similarity measure, which can be stated as: 
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Where D and X are document vectors, dk and xk are the weights of the k-th index term in documents D and 
X, respectively and n is the number of index terms. 

The idea of query-specific clustering was first introduced by Peerce [12]. In this approach, clustering 
is applied to the search results of a conventional ranked output IR system (i.e. top-n retrieved documents 
retrieved in response to the query). The difference in applying the clustering to a subset of documents and 
not to the whole collection is that the term weights of documents will change according to the distribution 
of terms in the subset (rather than distribution of terms in the full collection). Suppose that both documents 
D and X are retrieved in response to queries Q1 and Q2. The similarity of the two documents (D,X) will 
be different under the context of different queries (i.e. Q1,Q2), because the representations of both 
documents in each case depends on other documents in the subset (retrieved in response to query). 

Hearst and Pedersen [3] examined the performance of this form of clustering in IR. The results of 
their experiments confirm that the relevant documents of a query tend to appear in the same clusters. 

 Tombros and van Rijsbergen [13] investigated the effectiveness of query-specific hierarchic 
clustering in IR. They applied hierarchical clustering to the search results of a conventional ranked output 
IR system. After performing a set of experiments on five document collections using four hierarchical 
clustering methods, they reported that query-specific clustering can increase the retrieval effectiveness 
compared both to that of static clustering and conventional ranked output IR systems. 

Tombros and Van Rijsbergen introduced the idea of QSSM [4]. According to this, inter-document 
similarity is dynamic, and changes explicitly depending on the query. For a given query (Q), they 
proposed the following two formulas for calculating the similarity of two documents (D1, D2) based on 
the cosine similarity measure. 

 
),(cos)/,( 21 QCQDDSim =                                                       (2) 

 
),(cos),(cos)/,( 2121 QCDDQDDSim =                                           (3) 

 
Where, C is a vector containing common terms of documents D1 and D2. The weight of a common term in 
C is the average of its weights in D1 and D2. The weights of terms not common between the documents are 
set to zero. Actually, in this research [4], another QSSM is presented which can be expressed as: 
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),cos(),cos()/,( 221121 QCDDQDDSim θθ +=                                         (4) 
 
Where θ1 and θ2 are weighting factors in the unit interval and θ1+ θ2=1. The appropriate values 
of parameters θ1 and θ2 (actually, it is sufficient to specify their ratio) are different across different 
collections. A learning scheme such as the one we propose in section 5 should be used to find the optimal 
values of parameters for a specific collection. As we shall see, our proposed parametric measure presented 
in section 5, covers this measure as a special case. 
Using these QSSMs (Eqs. (2-4)), they performed several experiments to investigate the effectiveness of 
these measures using the N-Nearest Neighbor test [14]. In this test, for each relevant document of a 
specific query, the five nearest neighbors are found using equations (1)-(4). The average number of 
relevant documents in the neighborhood averaged over all relevant documents, and all queries in the 
collection were used as the effectiveness of the similarity measure. They used a SMART IR system [1] to 
perform the initial retrieval using tf-idf weighting for document and query terms. The top-n retrieved 
documents were used as the document subset. The documents in the subset were then represented (re-
weighted) according to the distribution of terms in the subset. In this way, the QSSMs are, in fact, using 
both implicit and explicit information to calculate inter-document similarities and only in the case where 
n=full-collection size, the explicit form of QSSM is used. After a series of experiments on five document 
collections and across different values of n, they reported that: 

• Measures (3) and (4) are significantly more effective than the cosine coefficient. 
• Changing the ratio of parameters θ1 and θ2 in measure (4) can significantly affect the performance 

of the measure for a specific collection. 
• None of the measures proves to be the best across different collections. 

Notice that using product (Eq. (3)) and weighted sum (Eq. (4)) for combining the information from the 
two sources (X1 and X2) proves to be effective in defining a QSSM. Our parametric QSSM presented in 
section 5 makes simultaneous use of product and weighted sum to define the measure.  
 

4. PROPOSED QSSM 
 
The aim of a QSSM is to calculate the similarity of two documents (D1, D2) given a query (Q). In order to 
explain possible cases that can happen and find the sources of information that may be used for this 
purpose, we provide some examples in Fig. 1. The documents and queries are presented as sets of terms 
that constitute them. The overlap area between two sets corresponds to common terms between the sets, 
which is proportional to the number of common terms. In what follows, we try to justify the sources of 
information that can be used for calculating the similarity of a pair of documents under the context of 
query. 
 

                    
                    (a)                                         (b)                                        (c)                                     (d) 

Fig.1. Information sources for query sensitive similarity measure 
 

The area highlighted in Fig.1a corresponds to common terms between the documents ignoring the query. 
Since the query can be expressed using different terms and the occurrence of query terms is not essential 
(although a good indication of relevance) for the documents to be relevant to the query, this is a source of 
information that we use in defining our QSSM. We call this source X1 and calculate the overlap area using 
cosine coefficient (X1= cos (D1,D2)). 
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The second source of information is the number of common terms that are also the query terms 
(highlighted area in Fig.1b). We call this source X2 and calculate the overlap area using cosine coefficient 
(X2= cos(C,Q)). Where C is the vector representation of 21 DD ∩ , which is used in Eqs. (2-4). 

The third source of information corresponds to common terms between the query and each of the 
documents. Consider a situation in which the two documents have a large number of common terms (i.e. 
high overall similarity) and only one of them has a good number of query terms (Fig.1c). Now, if one of 
the documents is actually relevant to the query, we prefer that the QSSM give a large value for the 
situation just described (more likely both documents are relevant to the query). This is our third source of 
information which can be calculated using the cosine coefficient as: X3= cos(D1,Q)+ cos(D2,Q). Other 
forms of calculating this source such as: Max(cos (D1,Q),cos(D2,Q)) and Min(cos(D1,Q), cos(D2,Q)) were 
tried, but no significant differences were observed. Measure X3 was used in all experiments reported in 
this paper. 

One should notice that none of the above information sources on its own can provide good evidence 
that the two documents are similar in the context of a query. Consider the examples presented in parts (c) 
and (d) of Fig.1. Assuming that measure X3 is the same for both of these cases, the documents in part (c) 
are more likely relevant (X1 is large), while the documents in part (d) are more likely not related (X1=0.). 
Combining the two information sources in the form of X1X3 or X1+X3 will separate the two mentioned 
cases. Our proposed QSSM is based on using X1+ X3 for this purpose, which can be represented as: 
 

)],(cos),(cos),([cos3/1)/,( 212121 QDQDDDQDDSim ++=                    (5) 
 
By treating the query exactly like a short document vector and considering D1, D2 and Q to form a cluster, 
Eq. (5) uses the average similarity between elements of the cluster to calculate the similarity of two 
documents under the context of query. As we are interested in relative values of similarities rather than 
their absolute values, we can equivalently use average pair-wise similarity between elements of the cluster 
(including self-similarity) instead of Eq. (5). Now, if documents and query are represented by unit length 
vectors and denoting the centroid of the cluster as C=(D1+D2+Q)/3, it can be easily shown [15] that the 
length of the centroid vector is the square root of average pair-wise similarity (including self-similarity)  
between elements of cluster. That is, instead of Eq. (5), the following measure can be used to reduce the 
computation time. 
 

2
21 )/,( CQDDSim =                                                            (6) 

 
Where ||C|| represents the length of the centroid vector.  

 
5. GA FOR ADAPTIVE QSSM 

 
Our aim in this section is to provide a mechanism to derive the most effective QSSM using the 
information sources identified in the last section. Since none of these sources on its own can provide good 
evidence that two documents are similar in the context of a specific query, some form of combining the 
information from these sources is required to define a QSSM. We propose using the following equation as 
the combiner function. 
 

372615

324313212321121 )/,(
XwXwXw

XXwXXwXXwXXXwQDDSim
++

++++=
                   (7) 

 
This equation provides a general scheme for combining the information from the identified sources that 
simultaneously make use of product and weighted sum to fuse the information from the mentioned 
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sources. This form of combining multiple sources of information has been used in the field of IR in the 
past. For example, Tombros and Van Rijsbergen [4] used product and weighted sum to combine the 
information from multiple sources (Eqs. (3) and (4)). Pathak et al. [9] used a linear combination of four 
popular similarity measures in IR to present an overall similarity measure.  

Each of the weights w1-w7 has a range from 0.0 to 1.0. A higher weight indicates that the associated 
term is more important than a term with a lower weight. It is hypothesized that by a proper combination of 
weights, it should be possible to achieve a QSSM that is superior compared to that produced by individual 
sources of information in Eq. (7). The aim of GA is to search for an appropriate combination of weights. 
This is a multi-dimensional search for an optimum combination of weights. 

Note that Eq. (7) covers all the QSSMs discussed in this paper as a special case. For example, by 
setting w1, w2, w3, w4 and w6 equal to zero, Eq. (7) reduces to (4). Obviously, with (4) being a special case 
of (7), using GA to learn the parameters of (4) instead of (7) is not advised. 

Since the numbers of queries in all IR text collections are relatively small, Savoy et al. [16] propose 
the leave-one-out evaluation scheme, which is a special case of the cross validation method. The scheme 
works as follows. For a test collection with N queries, the queries are divided into N subsets, each 
containing N-1 queries. The i-th set contains all queries except i-th query (which is used for test). Using 
these sets for training and testing, N experiments are performed to evaluate the learning algorithm. In this 
way, the learning algorithm uses nearly all the queries to adjust its parameter settings and all the queries 
will be used to measure the performance of the proposed learning scheme. 

We use GA to learn the parameters of measure (7). That is, in the leave-one-out evaluation, for a 
collection with M queries, a QSSM is evolved using the relevance feedback from M-1 queries in the 
training set. The performance of the evolved measure on the single test query is calculated using the N-
Nearest Neighbor test. In other words, M different QSSMs evolve to assess the performance of the scheme 
on the full collection. 
 

6. EXPERIMENTAL RESULTS 
 

In order to evaluate the performance of the different QSSMs discussed, we use CRAN, MED, LISA and 
CACM document collections. The statistics of these collections are given in Table 1.  

 
Table 1. Statistics of document collections 

 
Data set CACM LISA MED CRAN 
Number of documents 3204 6004 1033 1400 
Mean term per document 22.5 39.7 51.6 56 
Number of queries 52 35 30 225 
Mean term per query 13 19.4 9.9 9 
Mean relevant docs per 15.3 10.8 23.2 8 
Total relevant documents 796 379 694 924 

 
For the purpose of initial retrieval, the default SMART stop list [17] was used to remove stop-words. 
Porter stemmer, which is the most commonly used stemmer in English, were used for stemming the 
remaining words. Assignment of term weights for documents and queries were then performed using tf-idf 
term weighting (Eq. (8)).   
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Where t is the number of index terms, tfij is the frequency of term j in document i, dfj is the document 
frequency of term j and n is the number of documents in the collection. 

The initial retrieval was performed using the cosine similarity measure. The top-n ranked documents 
(we used the values of n=100, 200, 400, 800 and full-collection size in the experiments) were used as the 
document subset under investigation. Using the same weighting scheme as the initial retrieval, the vector 
representation of documents was modified according to the distribution of terms in the subset. 

In the leave-one-out evaluation method, the performance of each QSSM (i.e. the evolved measure and 
other measures) on the single test query was measured by N-Nearest Neighbor test (we used 5-NN test in 
our experiments). That is, for each relevant document in the retrieved subset, we find the five nearest 
neighbors and count the number of relevant documents in that neighborhood. A single value 
corresponding to the number of relevant documents in the neighborhood, averaged over all the relevant 
documents present in the retrieved subset, gives the performance of QSSM for that query. The larger this 
number is, the higher the separation of relevant from non-relevant documents. The overall performance of 
the leave-one-out evaluation method can be represented by a single value when averaging over all queries 
in a collection. This value is calculated and displayed in the results reported in this section (Tables 2-5). 

As the purpose of QSSM is to place the documents relevant to a query in the same cluster, the fitness 
function used to evaluate an individual in a GA population attempts to achieve this goal. Each individual 
in the GA population represents a candidate QSSM. To evaluate an individual, for each query in the 
training set and each document relevant to that query, N nearest neighbors of the document is found. The 
fitness of an individual is simply the number of relevant documents in the neighborhood averaged over all 
relevant documents of each query and all queries in the training set.  
Regarding GA, various genetic operators used in the experiments are as follows: 

• Selection and reproduction: All individuals in the previous generation were made available for 
reproduction in the next generation. The roulette-wheel reproduction process [18] was used to 
select individuals for reproduction. 

• Crossover: A two-point crossover was used. A parameter 'cross-over rate' determined the number 
of individuals that actually mate. 

• Mutation: Mutation was implemented by introducing Gaussian noise. 
• Process termination: The genetic modification process was terminated after a preset number of 

generations or after convergence when no improvement in performance was observed for 10 
generations. 

Experiments were run for 50 generations with 50 individuals in each generation. Crossover and mutation 
rates were set to 0.6 and 0.1, respectively. 

Tables 2-5 give the result of our experiments for the data sets used in this paper. For each data set, 
leave-one-out evaluation of our learning scheme is reported by the result of 5-NN test. The results for 
different values of top-n retrieved documents are reported in these tables. In each case, we also report on 
5-NN test results for our proposed QSSM (5), other QSSMs proposed in the past research (Eqs. (2) and 
(3)) and the cosine similarity measure. As seen, the performance of the learning scheme is very close to 
our proposed measure in all data sets and across different values of top-n retrieved documents. This 
implies that of all seven information sources used in Eq. (7), only X1 and X3 are effective sources for 
defining a QSSM. In particular, when X1 and X3 are used to define the QSSM, X2 is redundant. 

In Tables 2-5, the values in parenthesis show the increase in performance when our proposed QSSM 
is compared with Eq. (3), which is reported to be more effective than (2). The improvement observed in 
the vast majority of cases is over 10%, which confirms the significance of the results [19]. It must be 
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noted that for CACM collection, 1587 documents without body text and 12 queries without any relevant 
documents were removed from the collection. 

 
Table 2. Leave-one-out evaluation of CRAN collection (5-NN test results) 

 

CRAN Cosine 
Eq.  (1) 

QSSM 
Eq.  (2) 

QSSM 
Eq.  (3) 

Evolved 
QSSM 
Eq.  (7) 

Proposed 
QSSM 
Eq.  (5) 

top100 1.615 0.801 1.699 1.862 1.882 (10.73%) 
top200 1.560 0.733 1.709 1.933 1.938 (13.38%) 
top400 1.492 0.694 1.685 1.964 1.956 (16.13%) 
top800 1.435 0.676 1.641 1.965 1.959 (19.40%) 
full 1.390 0.660 1.600 1.956 1.960 (22.50%) 

 
Table 3. Leave-one-out evaluation of MED collection (5-NN test results) 

 

MED Cosine 
Eq.  (1) 

QSSM 
Eq.  (2) 

QSSM 
Eq.  (3) 

Evolved 
QSSM 
Eq.  (7) 

Proposed 
QSSM 
Eq.  (5) 

top100 3.439 2.596 3.480 3.614 3.623 (4.09%) 
top200 3.264 2.456 3.411 3.581 3.616 (6.00%) 
top400 3.091 2.397 3.351 3.592 3.598 (7.39%) 
top800 2.905 2.341 3.258 3.587 3.580 (9.88%) 
full 2.850 2.230 3.140 3.593 3.580 (14.0%) 

 
Table 4. Leave-one-out evaluation of LISA collection (5-NN test results) 

 

LISA Cosine 
Eq.  (1) 

QSSM 
Eq.  (2) 

QSSM 
Eq.  (3) 

Evolved 
QSSM 
Eq.  (7) 

Proposed 
QSSM 
Eq.  (5) 

top100 1.088 0.717 1.188 1.404 1.394 (17.37%) 
top200 1.034 0.607 1.174 1.427 1.416 (20.66%) 
top400 1.009 0.573 1.180 1.431 1.425 (20.68%) 
top800 0.937 0.552 1.170 1.337 1.430 (22.31%) 
full 0.760 0.520 1.140 1.406 1.410 (23.68%) 

 
Table 5. Leave-one-out evaluation of CACM collection (5-NN test results) 

 

CACM Cosine 
Eq.  (1) 

QSSM 
Eq.  (2) 

QSSM 
Eq.  (3) 

Evolved 
QSSM 
Eq.  (7) 

Proposed 
QSSM 
Eq.  (5) 

top100 0.266 0.068 0.180 0.197 0.201 (11.72%) 
top200 0.370 0.081 0.254 0.287 0.294 (15.59%) 
top400 0.531 0.053 0.283 0.453 0.438 (54.91%) 
top800 0.658 0.039 0.306 0.592 0.573 (87.02%) 
full 0.830 0.530 1.130 1.824 1.800 (59.29%) 

 
7. CONCLUSIONS 

 
In this paper, we proposed a QSSM using the information sources that we identified for this purpose. 
Through a set of experiments that measures the degree at which QSSMs place relevant documents at close 
proximity to each other, we demonstrated that our proposed QSSM is significantly more effective than 
other measures proposed in the past. 
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We also proposed an adaptive scheme to learn the most effective QSSM for a specific collection. The 
leave-one-out evaluation of the learning scheme failed to perform better than our proposed QSSM. 

The collections we used for the evaluation of various QSSMs are very topic specific and very small 
for IR standards. It must be acknowledged that this can have an impact on the generality of the results. 
Further experiments on large heterogeneous collections such as trec are required to evaluate the proposed 
QSSM. 

The next step in evaluating the performance of the proposed QSSM is to use this measure in practice 
for cluster-based retrieved. The effectiveness of the measure can be analyzed based on the quality of the 
emerged clusters. 
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