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Abstract 

The square map is one of the functions used in cryptography. For instance, the square map is used in Rabin 
encryption scheme, block cipher RC6 and stream cipher Rabbit, in different forms. In this paper, we study 
statistical properties of the output of the square map as a vectorial Boolean function. We obtain the joint 
probability distribution of arbitrary number of the upper and the lower bits of the output of square map along with 
the asymptotic probability distribution of the upper bits of its output. Based upon a measure for evaluating the 
imbalance of maps, we study the imbalance of limit distribution of the restriction of square map to its upper bits. 
Last, we introduce the square root map and examine this map as a vectorial Boolean function; we compute 
probability distribution of the component Boolean functions of this new map and also obtain the imbalance of the 
square root map. 
 
Keywords: Square Map; square root map; vectorial boolean function; component boolean function; asymptotic 
probability distribution 

 
1. Introduction 

The square map is one of the functions used in 
cryptography. For instance, the square map is used 
in Rabin encryption scheme (Stinson, Chap. 5, 
2003). In this public key encryption system, the 
square map is computed modulo the product of two 
large primes. The square map is also used in block 
cipher RC6 (Rivest, et al. 1998). In this symmetric 
cipher, a quadratic polynomial over the ring ܼଶయమ is 
computed. As another example, in the design of the 
stream cipher Rabbit (Boesgaard, et al. 2003), the 
square map is used. In this cipher, the square map is 
not modular; the square map is computed as a 
function over natural numbers. In fact, the square 
map is considered as a vectorial Boolean function 
from 32-bit natural numbers to 64-bit natural 
numbers and then the upper and the lower segments 
of the output of this map are XORed.  

In this paper, we investigate statistical properties 
of the output of the (non-modular) square map as a 
vectorial Boolean function. We obtain the joint 
probability distribution of arbitrary number of the 
upper and the lower bits of the output of the square 
map along with the asymptotic probability 
distribution of the upper bits of its output. Then, the 
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probability distribution of the component Boolean 
functions of the output of this map are obtained. 
After introducing a measure for evaluating the 
imbalance of maps, we examine the imbalance of 
limit distribution of the restriction of square map to 
its upper bits. Last, we introduce the square root 
map and examine this map as a vectorial Boolean 
function; we compute probability distribution of the 
component Boolean functions of this new map and 
also we obtain the imbalance of the square root 
map. 

In Section 2 preliminary notations and definitions 
are presented. Section 3 is devoted to computing 
the probability distribution of the output of square 
map and Section 4 studies the imbalance of the 
square and the square root maps. 

2. Preliminary Definitions and Notations 

In this paper, the number of elements or cardinality 
of a finite set	ܣ is denoted by |ܣ|. For a function 
݂: ܣ ՜ ܾ the preimage of an element ,ܤ א  is ܤ
denoted by ݂ିଵሺܾሻ and is defined as 
ሼܽ א ሺܽሻ݂|ܣ ൌ ܾሽ.  

Let ܨଶ be the finite field with two elements. Each 
element of ܨଶ

௡ (The Cartesian product of ݊ copies 
of ܨଶ) can be considered as a vector of length ݊. 
Each function ݂: ଶܨ

௡ ՜  ଶ is called a Booleanܨ
function and each function ݂: ଶܨ

௡ ՜ ଶܨ
௠ with ݉ ൐ 1 
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is called a vectorial Boolean function or a Boolean 
map; such a function can be viewed as a vector 
ሺ ௠݂ିଵ, … , ଴݂ሻ of ௜݂’s, 0 ൑ ݅ ൏ ݉. Here, ௜݂’s are 
Boolean functions from ܨଶ

௡ to		ܨଶ. These Boolean 
functions are called component Boolean functions 
of the vectorial Boolean function ݂. Also, if ݔ א
ଶܨ
௡, then the ݅-th bit of ݔ is denoted by ݔ௜.  
We denote the vector ሺ0, … ,0ሻ	by	૙. For every 

natural number ݐ and each function ݂: ଶܨ
௡ ՜ ଶܨ

௠ 
with ݉ ൐  we denote the restriction of ݂ to ,ݐ
indices ݅଴,	݅ଵ ,…, ݅௧ିଵ	of the output by ሺ ௜݂೟షభ ,…,	 ௜݂బ ሻ. 

There is a one-to-one correspondence between 
ܼଶ೙, the ring of integers modulo 2௡, and ܨଶ

௡ as 
 

ଶܨ:߮
௡ ՜ ܼଶ೙ 

ݔ ൌ ሺݔ௡ିଵ, … , ଴ሻݔ հ ߮ሺݔሻ ൌ ෍ݔ௜2௜
௡ିଵ

௜ୀ଴

; 

 
this natural correspondence is used throughout this 
paper. 

Suppose that ݉, ݊ and ݀ are natural numbers with 
݊ ൌ ݀݉. A function ݂: ܣ ՜ |ܣ| with ܤ ൌ ݊ and 
|ܤ| ൌ ݉ is called balanced if and only if for every 
ܾ א  we have ܤ
		|݂ିଵሺܾሻ| ൌ ݀. 

Suppose that ܺ is a random variable which is 
uniformly distributed on	ܨଶ

௡. Every Boolean map 
݂: ଶܨ

௡ ՜ ଶܨ
௠ determines a random variable ܻ on the 

codomain of 	݂, i.e. ܨଶ
௠; in other words, we have 

the induced random variable ܻ ൌ ݂ሺܺሻ with  
 

ܲሺܻ ൌ ሻݕ ൌ
|݂ିଵሺݕሻ|

2௡
ݕ										, א ଶܨ

௠. 

3. Computing Probability Distributions 

As stated in the introduction, the square map can be 
considered as a vectorial Boolean function from the 
set of n-bit natural numbers to the set of 2n-bit 
natural numbers; more precisely, we consider the 
function 
 

݂: ଶܨ
௡ ՜ ଶܨ

ଶ௡ 
ݔ հ ݕ ൌ ݂ሺݔሻ ൌ  .ଶݔ

 
In the rest of this section we study the probability 

distribution of the induced random variable ݕ on 
ଶܨ
ଶ௡. We introduce the indicator function for natural 

squares and from this the probability distribution of 
the output of the square map is computed.  

For each ܽ א ଶܨ
ଶ௡, we define 

 

ሺܽሻܫ ൌ ቐ
උ√ܽඏ െ උ√ܽ െ 1ඏ							ܽ ് 0,

1
																																			ܽ ൌ 0.

 

 
In fact, if ܽ is a square then we have ܫሺܽሻ ൌ 1 

and otherwise, ܫሺܽሻ ൌ 0. So, 

 

ܲሺݕ ൌ ܽሻ ൌ
ሺܽሻܫ
2௡

. 
 

It is not hard to see that for ܽ ൏ ܾ, we have 
 

෍ܲሺݕ ൌ ݅ሻ ൌ

ە
ۖ
۔

ۖ
උ√ܾඏۓ െ උ√ܽ െ 1ඏ

2௡
							ܽ ് 0,

උ√ܾඏ ൅ 1
2௡

																							ܽ ൌ 0.

௕

௜ୀ௔

 

 
Theorem 3.1. For each 1 ൑ ݐ ൑ 2݊ and for every 
ܽ ൌ ሺܽ௧ିଵ, … , ܽ଴ሻ א ଶܨ

௧ െ ሼ૙ሽ, 
we have 
 

ܲሺݕ௧ିଵ ൌ ܽ௧ିଵ, … , ଴ݕ ൌ ܽ଴ሻ 

																					ൌ
1
2௡

෍ ቀቔඥ݆2௧ ൅ ܽቕ

ଶమ೙ష೟ିଵ

௝ୀ଴

െ ቔඥ݆2௧ ൅ ܽ െ 1ቕቁ, 
 
and 
 
ܲሺݕ௧ିଵ ൌ 0,… , ଴ݕ ൌ 0ሻ 
 
ൌ

ଵ

ଶ೙
൫1 ൅ ∑ ൫උඥ݆2௧ඏ െ උඥ݆2௧ െ 1ඏ൯ଶమ೙ష೟ିଵ

௝ୀଵ ൯.			                    (1) 
 
Proof: We have 
 
	ܲሺݕ௧ିଵ ൌ ܽ௧ିଵ, … , ଴ݕ ൌ ܽ଴ሻ 

																ൌ ෍ ܲሺݕ ൌ ݆2௧ ൅ ܽሻ
ଶమ೙ష೟ିଵ

௝ୀ଴

 

																ൌ
1
2௡

෍ ቀቔඥ݆2௧ ൅ ܽቕ

ଶమ೙ష೟ିଵ

௝ୀ଴

െ ቔඥ݆2௧ ൅ ܽ െ 1ቕቁ, 
 
and (1) is proved in the same manner. 

Now, we study the probability distribution of the 
upper bits of the square map. 
 
Theorem 3.2. For each 1 ൑ ݐ ൑ 2݊ and for every  
ܽ ൌ ሺܽ௧ିଵ, … , ܽ଴ሻ א ଶܨ

௧ െ ሼ૙ሽ, 
we have 
 
ܲሺݕଶ௡ିଵ ൌ ܽ௧ିଵ, … , ଶ௡ି௧ݕ ൌ ܽ଴ሻ 

																	ൌ
ቔඥሺܽ ൅ 1ሻ2ଶ௡ି௧ െ 1ቕ െ උ√ܽ2ଶ௡ି௧ െ 1ඏ

2௡
, 

 
and, 
 
ܲሺݕଶ௡ିଵ ൌ 0,… , ଶ௡ି௧ݕ ൌ 0ሻ 
ൌ

ଵ

ଶ೙
൫1 ൅ උ√2ଶ௡ି௧ െ 1ඏ൯.	                                    (2) 

 
Proof: We have 
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ܲሺݕଶ௡ିଵ ൌ ܽ௧ିଵ,… , ଶ௡ି௧ݕ ൌ ܽ଴ሻ 

																	ൌ ෍ ܲሺݕ ൌ ݅ሻ

ሺ௔ାଵሻଶమ೙ష೟ିଵ

௜ୀ௔ଶమ೙ష೟

 

																	

ൌ
ቔඥሺܽ ൅ 1ሻ2ଶ௡ି௧ െ 1ቕ െ උ√ܽ2ଶ௡ି௧ െ 1ඏ

2௡
	, 

 
and (2) is proved in the same manner. 

The proof of the following result is left to the 
reader. 
 
Result 3.3. For each ݐ and for every 
 

ܽ ൌ ሺܽ௧ିଵ, … , ܽ଴ሻ א ଶܨ
௧ െ ሼ૙ሽ, 

 
we have 
 
lim
௡՜ஶ

ܲሺݕଶ௡ିଵ ൌ ܽ௧ିଵ, … , ଶ௡ି௧ݕ ൌ ܽ଴ሻ

ൌ
√ܽ ൅ 1 െ √ܽ

√2௧
	, 

 
and 
 

lim
௡՜ஶ

ܲሺݕଶ௡ିଵ ൌ 0,… , ଶ௡ି௧ݕ ൌ 0ሻ ൌ
1

√2௧
	. 

 
Now we find the probability distribution of the ݐ-

th bit of the output of the square map. 
 
Theorem 3.4. For each 0 ൑ ݐ ൏ 2݊ we have 
 
ܲሺݕ௧ ൌ 0ሻ 

ൌ
1 ൅ ∑ උඥሺ2݆ ൅ 1ሻ2௧ െ 1ඏଶమ೙ష೟షభିଵ

௝ୀ଴ െ ∑ උඥ݆2௧ାଵ െ 1ඏଶమ೙ష೟షభିଵ
௝ୀଵ

2௡
	. 

 
Proof: We have 
 

ܲሺݕ௧ ൌ 0ሻ ൌ ෍ ෍ ܲሺݕ ൌ ݆2௧ାଵ ൅ ݅ሻ
ଶ೟ିଵ

௜ୀ଴

ଶమ೙ష೟షభିଵ

௝ୀ଴

 

	

ൌ
උ√2௧ െ 1ඏ ൅ 1 ൅ ∑ ൫උඥሺ2݆ ൅ 1ሻ2௧ െ 1ඏ െ උඥ݆2௧ାଵ െ 1ඏ൯ଶమ೙ష೟షభିଵ

௝ୀଵ

2௡
		 

ൌ
උ√2௧ െ 1ඏ ൅ 1 െ උ√2௧ െ 1ඏ

2௡
	 

				൅
∑ උඥሺ2݆ ൅ 1ሻ2௧ െ 1ඏଶమ೙ష೟షభିଵ
௝ୀ଴ െ ∑ උඥ݆2௧ାଵ െ 1ඏଶమ೙ష೟షభିଵ

௝ୀଵ

2௡
 

		

ൌ
1 ൅ ∑ උඥሺ2݆ ൅ 1ሻ2௧ െ 1ඏଶమ೙ష೟షభିଵ

௝ୀ଴ െ ∑ උඥ݆2௧ାଵ െ 1ඏଶమ೙ష೟షభିଵ
௝ୀଵ

2௡
.	 

 
By doing some tedious computations, we have 

obtained the probability distribution of the upper 
bit, the two upper bits and the three upper bits of 
the output of square map. For example, considering 
the correspondence between ܨଶ

௡ and ܼଶ೙, we have 
 
ܲሺݕଶ௡ିଵ ൌ 0, ଶ௡ିଶݕ ൌ 0	ሻ 

																	ൌ
|ሼݔ א ܼଶ೙|ݔଶ ൏ 2ଶ௡ିଶሽ|

2௡
ൌ
1
2
. 

The results are as follows: 
 

ܲሺݕଶ௡ିଵ ൌ 0ሻ ൌ
උ√2ଶ௡ିଵඏ ൅ 1

2௡
, 

ܲሺݕଶ௡ିଵ ൌ 1ሻ ൌ
2௡ െ උ√2ଶ௡ିଵඏ െ 1

2௡
, 

 
and 
 

ܲሺݕଶ௡ିଵ ൌ 0, ଶ௡ିଶݕ ൌ 0ሻ ൌ
1
2
	, 

ܲሺݕଶ௡ିଵ ൌ 0, ଶ௡ିଶݕ ൌ 1ሻ

ൌ
උ√2. 2௡ିଵඏ ൅ 1 െ 2௡ିଵ

2௡
	, 

ܲሺݕଶ௡ିଵ ൌ 1, ଶ௡ିଶݕ ൌ 0ሻ

ൌ
උ√3. 2௡ିଵඏ െ උ√2. 2௡ିଵඏ

2௡
	, 

ܲሺݕଶ௡ିଵ ൌ 1, ଶ௡ିଶݕ ൌ 1ሻ ൌ
2௡ െ 1 െ උ√3. 2௡ିଵඏ

2௡
	, 

 
and 
 
ܲሺݕଶ௡ିଵ ൌ 0, ଶ௡ିଶݕ ൌ 0, ଶ௡ିଷݕ ൌ 0ሻ

ൌ
උ√2ଶ௡ିଷඏ ൅ 1

2௡
	, 

ܲሺݕଶ௡ିଵ ൌ 0, ଶ௡ିଶݕ ൌ 0, ଶ௡ିଷݕ ൌ 1ሻ 

																	ൌ
2௡ିଵ െ 1 െ උ√2ଶ௡ିଷඏ

2௡
	, 

ܲሺݕଶ௡ିଵ ൌ 0, ଶ௡ିଶݕ ൌ 1, ଶ௡ିଷݕ ൌ 0ሻ 

																	ൌ
උ√3.2ଶ௡ିଷ െ 1ඏ െ 2௡ିଵ ൅ 1

2௡
	, 

ܲሺݕଶ௡ିଵ ൌ 0, ଶ௡ିଶݕ ൌ 1, ଶ௡ିଷݕ ൌ 1ሻ 

																	ൌ
උ√2. 2௡ିଵඏ െ උ√3.2ଶ௡ିଷඏ

2௡
, 

ܲሺݕଶ௡ିଵ ൌ 1, ଶ௡ିଶݕ ൌ 0, ଶ௡ିଷݕ ൌ 0ሻ 

																	ൌ
උ√5.2ଶ௡ିଷ െ 1ඏ െ උ√2. 2௡ିଵඏ

2௡
, 

ܲሺݕଶ௡ିଵ ൌ 1, ଶ௡ିଶݕ ൌ 0, ଶ௡ିଷݕ ൌ 1ሻ 

																	ൌ
උ√3.2ଶ௡ିଶ െ 1ඏ െ උ√5.2ଶ௡ିଷඏ

2௡
	, 

ܲሺݕଶ௡ିଵ ൌ 1, ଶ௡ିଶݕ ൌ 1, ଶ௡ିଷݕ ൌ 0ሻ 

																	ൌ
උ√7.2ଶ௡ିଷ െ 1ඏ െ උ√3. 2௡ିଵඏ

2௡
	, 

ܲሺݕଶ௡ିଵ ൌ 1, ଶ௡ିଶݕ ൌ 1, ଶ௡ିଷݕ ൌ 1ሻ 

																	ൌ
2௡ െ 1 െ උ√7.2ଶ௡ିଷඏ

2௡
. 

 
It is worth noting that, at first glance it seems that 

these distributions are not equal to the results of 
Theorem 3-2, but actually they are: we have 
verified the equality of these formulas. For 
instance, the previous computations state that 
 

ܲሺݕଶ௡ିଵ ൌ 1, ଶ௡ିଶݕ ൌ 1, ଶ௡ିଷݕ ൌ 1ሻ 

																	ൌ
2௡ െ 1 െ උ√7.2ଶ௡ିଷ െ 1ඏ

2௡
, 
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and based on Theorem 3-2, we have 
 
ܲሺݕଶ௡ିଵ ൌ 1, ଶ௡ିଶݕ ൌ 1, ଶ௡ିଷݕ ൌ 1ሻ 
																	

ൌ
ቔඥሺ7 ൅ 1ሻ2ଶ௡ିଷ െ 1ቕ െ උ√7. 2ଶ௡ିଷ െ 1ඏ

2௡
 

																	ൌ
උ√2ଶ௡ െ 1ඏ െ උ√7. 2ଶ௡ିଷ െ 1ඏ

2௡
. 

 
Now, it is not hard to verify that උ√2ଶ௡ െ 1ඏ ൌ

2௡ െ 1 and උ√7. 2ଶ௡ିଷ െ 1ඏ ൌ උ√7.2ଶ௡ିଷඏ. 

4. The Imbalance of the Square and the Square 
Root Maps 

In this section, we introduce a measure for 
computing the imbalance of maps, and based upon 
this criterion, the imbalance of the square map is 
computed. Then, a new map called the square root 
map is introduced and the imbalance of this new 
map is, computed too. 
 
Definition 4.1. (Cover and Thomas, Chap. 11, 
2006): Suppose that ଵܲ and ଶܲ are two probability 
distributions on a finite sample space	ࣲ. The 
distance between these two probability distributions 
is defined as 
 

ሺܦ ଵܲ, ଶܲሻ ൌ ∑ | ଵܲሺݔሻ െ ଶܲሺݔሻ|௫ࣲא . 
 

Now, let ݊, ݉ and ݀	be natural numbers. For a 
function ݂: ܣ ՜ |ܣ| with ܤ ൌ |ܤ| ,݊ ൌ ݉ and  
݊ ൌ ݀݉, we define the probability distribution ଵܲ 
on ܤ as 
 

ଵܲሺܾሻ ൌ
|݂ିଵሺܾሻ|

݊
	,									ܾ א  	,ܤ

 
and we define the probability distribution ଶܲ on ܤ 
as the uniform distribution: 
 

	 ଶܲሺܾሻ ൌ
݀
݊
	,								ܾ א  	.ܤ

 
Definition 4.2. (Dehnavi, et al. 2013): We define a 
criterion for measuring the imbalance ܦ௙ for the 
function ݂: ܣ ՜ |ܣ|  with ,ܤ ൌ |ܤ| ,݊ ൌ ݉ and 
݊ ൌ ݀݉, as 
 

௙ܦ ൌ
݉

2ሺ݉ െ 1ሻ
ሺܦ ଵܲ, ଶܲሻ ൌ

∑ ห|݂ିଵሺܾሻ| െ ݀ห௕א஻

2ሺ݉ െ 1ሻ݀
	. 

 
Lemma 4.3. (Dehnavi, et al. 2013): For each 
function ݂: ܣ ՜ |ܣ| with ܤ ൌ |ܤ| ,݊ ൌ ݉ and 
݊ ൌ ݀݉, we have 
 

0 ൑ ௙ܦ ൑ 1; 
 

further, for each balanced function we have ܦ௙ ൌ 0 
and for every constant function we have ܦ௙ ൌ 1. 
The proof of the next lemma is not hard. 
 
Lemma 4.4. Let ݐ be a fixed natural number. For 
the real function 
 

݂: ሼ0,1, … , 2௡ െ 1ሽ ՜ Թ, 

ݔ հ ݂ሺݔሻ ൌ
ݔ√ ൅ 1 െ ݔ√

√2௧
െ
1
2௧
	, 

 
we have  
 

ቐ
݂ሺݔሻ ൐ ݔ										0 ൏ 2௧ିଶ,

݂ሺݔሻ ൏ ݔ										0 ൒ 2௧ିଶ.
 

 
Based on Lemma 4-4 and Result 3-3, we can 

obtain the imbalance of the limit probability 
distribution of the upper ݐ bits of the output of 
square map. 
 
Theorem 4.5. Let ݂: ଶܨ

௡ ՜ ଶܨ
ଶ௡	be defined as 

݂ሺݔሻ ൌ  ଶ; let ௧݂ be the limit distribution ofݔ
vectorial Boolean function ሺ ଶ݂௡ିଵ, ଶ݂௡ିଶ, … , ଶ݂௡ି௧ሻ 
for a fixed ݐ. Then,  
 

௙೟ܦ ൌ
2௧ିଶ

2௧ െ 1
. 

 
Proof: We have 
 

௙೟ܦ ൌ
2௧

2ሺ2௧ െ 1ሻ
ቌ ෍ ቆ

√ܽ ൅ 1 െ √ܽ

√2௧
െ
1
2௧
ቇ

ଶ೟షమିଵ

௔ୀ଴

൅ ෍ ቆ
1
2௧
െ
√ܽ ൅ 1 െ √ܽ

√2௧
ቇ

ଶ೟ିଵ

௔ୀଶ೟షమ

ቍ 

						ൌ
2௧

2ሺ2௧ െ 1ሻ
ቌቆ

√2௧ିଶ

√2௧
െ
2௧ିଶ

2௧
ቇ

൅ ቆ
3 ൈ 2௧ିଶ

2௧
െ
√2௧ െ √2௧ିଶ

2௧
ቇቍ 

							ൌ
2௧

2ሺ2௧ െ 1ሻ
ቆ
2 ൈ 2௧ିଶ

2௧
൅
2√2௧ିଶ െ √2௧

√2௧
ቇ					 

						ൌ
2௧ିଶ

2௧ െ 1
. 

 
Now, we introduce the square root map and 

compute the probability distribution of the 
component Boolean functions of the output of this 
map along with the imbalance of it. The proof of 
the next lemma is easy. 
 
Lemma 4-6: Suppose that ݂: ଶܨ

ଶ௡ ՜ ଶܨ
௡ is defined 

as ݂ሺݔሻ ൌ උ√ݔඏ. Then for each 0 ൑ ܽ ൏ 2௡, we 
have 
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|݂ିଵሺܽሻ| ൌ 2ܽ ൅ 1. 
 

Now, we can obtain the imbalance of the square 
root map. 
 
Theorem 4.7. Suppose that ݂: ଶܨ

ଶ௡ ՜ ଶܨ
௡ is defined 

as ݂ሺݔሻ ൌ උ√ݔඏ. Then, 
 

௙ܦ ൌ
2௡ିଶ

2௡ െ 1
. 

 
Proof: We have 
 

௙ܦ	 ൌ
∑ ห|݂ିଵሺ݅ሻ| െ 2௡หଶ೙ିଵ
௜ୀ଴

2௡ାଵሺ2௡ െ 1ሻ
	 

								ൌ
1

2௡ାଵሺ2௡ െ 1ሻ
ቌ ෍ ൫2௡ െ ሺ2݅ ൅ 1ሻ൯

ଶ೙షభିଵ

௜ୀ଴

						ቍ 

																																									൅ ෍ ሺ2݅ ൅ 1 െ 2௡ሻ
ଶ೙ିଵ

௜ୀଶ೙షభ

 

								ൌ
2௡ିଶ

2௡ െ 1
.	 

 
The probability distribution of the component 

Boolean functions of the square root map shall be 
obtained in the next theorem.  
 
Theorem 4.8. Suppose that ݂: ଶܨ

ଶ௡ ՜ ଶܨ
௡ is defined 

as ݕ ൌ ݂ሺݔሻ ൌ උ√ݔඏ. Then, 
 

ܲሺݕ௧ ൌ 0ሻ ൌ
1
2
െ

1
2௡ି௧ାଵ

. 

 
Proof: We have 
 

ܲሺݕ௧ ൌ 0ሻ ൌ 	 ෍ ෍ ܲሺݕ ൌ ݆2௧ାଵ ൅ ݅ሻ
ଶ೟ିଵ

௜ୀ଴

ଶ೙ష೟షభିଵ

௝ୀ଴

 

																				ൌ
1
2ଶ௡

෍ ෍ሺ݆2௧ାଶ ൅ 2݅ ൅ 1ሻ
ଶ೟ିଵ

௜ୀ଴

ଶ೙ష೟షభିଵ

௝ୀ଴

 

																				ൌ
1
2
െ

1
2௡ି௧ାଵ

.		 

 
Note 4.9. Suppose that ݂: ଶܨ

ଶ௡ ՜ ଶܨ
௡  is defined as 

ݕ ൌ ݂ሺݔሻ ൌ උ√ݔඏ and ݃: ଶܨ
ଶ௡ ՜ ଶܨ

௡ is defined as 
ݖ ൌ ݃ሺݔ, ሻݕ ൌ  .2௡		݀݋݉		ݕݔ
Then, based on (Dehnavi et al. 2013), we have 
 

ܲሺݕ௧ ൌ 0ሻ ൌ 	ܲሺݖ௡ିଵି௧ ൌ 1ሻ, 
 
and 

௙ܦ ൌ  .௚ܦ
In spite of the fact that probability distributions of 

the operator of multiplication modulo, a power of 
two and the square root map are different, the 
probability distribution of their component Boolean 
functions are closely related and their imbalance are 
equal. 
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