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Abstract– One of the fundamental methods used in collaborative filtering systems is Correlation 
based on K-nearest neighborhood. These systems rely on historical rating data and preferences of 
users and items in order to propose appropriate recommendations for active users. These systems 
do not often have a complete matrix of input data. This challenge leads to a decrease in the 
accuracy level of recommendations for new users. The exact matrix completion technique tries to 
predict unknown values in data matrices. This study is to show how the exact matrix completion 
can be used as a preprocessing step to tackle the sparseness problem. Compared to application of 
the sparse data matrix, selection of neighborhood set for active user based on the completed data 
matrix leads to achieving more similar users. The main advantages of the proposed method are 
higher prediction accuracy and an explicit model representation. The experiments show significant 
improvement in prediction accuracy in comparison with other substantial methods.           
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1. INTRODUCTION 
 

The aim of a recommender system is to generate meaningful recommendations for the users based on 
historical rating data. Suggestions for books on Amazon, or movies on Netflix, are real-world examples of 
the recommender system. In most of these systems, users frequently provide ratings on a scale of 1 
(disliked) to 5 (liked)[1]. Such a data source records the users' historical ratings.  

Here the problem is that, the user ratings matrix is very big and sparse and the recommender system 
has to predict what rating a user would give to an item which has not been previously rated. Typically, the 
ratings are predicted for all items that have not been noticed by a user. Consequently, the items with the 
highest ratings will be presented as a recommendation. Personalized TV recommendations as a recent 
example of recommender systems was proposed by Pozrl et al [2].  

Recommender systems are different in the ways that they analyze these data sources. Variations of 
this notion are discussed in [1, 3, 4] and they can be broadly categorized as: 

 
 Collaborative Filtering: Systems that analyze historical interactions alone and recommend items 

based on all users' past ratings collectively. 
 Content-based Filtering: Systems mostly based on profile attributes. 
 Hybrid techniques attempting to combine the above mentioned designs. 

 
Among these approaches, collaborative filtering systems have more potentiality [1]. These systems 

rely on intelligent agents such as historical ratings of users achieve better performance in most cases[5]. 
One of the traditional methods developed in this case is based on the nearest neighborhood collaborative 
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filtering that uses users' historical rating data and item preferences as input. This technique relies on the 
similarity between users and items. The collaborative filtering strategy in machine learning framework 
was proposed by Billsus & Pazzani [6], they combined different machine learning techniques. Zhang and 
Li introduced the different linear classifiers for the prediction of users' preferences, and compared this 
method with other memory-based methods [7]. Their experimental results show that, linear models are 
better than other models in this application. Ungar & Foster [8], review the two-sided clustering model for 
collaborative filtering; and describe how this model can be represented by Bayesian networks. Also, they 
expressed how to provide this model as a probabilistic relational model. Probabilistic latent semantic 
analysis (PLSA) is a new probabilistic graphical model to users' purchasing behavior model that was 
proposed by Hofmann [9]. 

Unified collaborative filtering model is based on the combination of latent features raised by Zhong 
& Li [5]. This unified model led to significantly more accurate predictions compared with other previous 
well-known methods. The remainder of the paper is organized as follows: 
Section 2 introduces the fundamental concepts of the correlation method. A brief introduction to matrix 
completion via convex optimization is introduced in section 3. Section 4, is devoted to an introduction of 
the initiative collaborative filtering method and the empirical evaluations of the proposed approach. 
Finally the paper is concluded and the roadmap for future work is drawn in section 5. 
 

2. CORRELATION BASED ON NEAREST NEIGHBORHOOD METHOD 
 

The first step in correlation based on the nearest neighborhood method is finding a subset of users based 
on their similarity with active users. The second step in this method is generating predictions for active 
users based on a weighted combination of their existing ratings. A summarized algorithm of this method is 
given below [1]: 

 
1. Assign weights to all the users based on their similarity with the active users.  
2. Select k users with maximum similarity to the active users. (select neighborhoods)  
3. Calculate the rating prediction based on the weighted combination of the neighbors' ratings. 

 
In step 1, ࢛,ࢇࢃis the similarity between the user ࢛ and the active userࢇ. Pearson correlation 

coefficient as the common similarity metric  is defined as follows[10]: 
 

ܹ	,௨ ൌ
∑ ሺೌ,ିೌതതതሻሺೠ	,ିೠതതത∈ ሻ

ට∑ ሺೌ,ିೌതതതሻమ ∑ ሺೠ,ିೠതതതሻమ∈∈

                                                                (1) 

 
where ܫ, the set of items, is rated by both users. ݎ௨, denotes the rating given to the item ݅ by the user	ݑ. 
and	ݎ௨ഥ  is the mean rating given by the user	ݑ. In step 3, predictions are generally calculated as the weighted 
average of deviation from the neighbors' mean, as in: 

 

, ൌ ഥݎ 
∑ ൫ೠ,ିೠതതത൯ൈௐೌ ,ೠೠ∈಼

∑ ௐೌ ,ೠೠ∈಼
																																																																			(2) 

 
where, , symbolizes prediction for the item ݅	by the active user ܽ and ܹ,௨ gives the similarity of the 
user  ݑ	and the active user ܽ. ܭ, denotes the set of neighbors for the active user,	ܽ. 

While determining the similarity between users, items that have been rated or not rated by all users 
have a semantic value less than those of other items[3]. Breese et al introduced a concept as the inverse 
user frequency, which is processed asࢌ ൌ ܗܔ ቀ




ቁ,where  is the number of all users and  is the 

number of the users that have rated item  differently from the others. Therefore, in order to use this 
concept in (1) the rating of the item  must be multiplied by ࢌ.  
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ܝ,	܉܅ ൌ
∑ ۷∋ܑܑ,ܝܚܑ,܉ܚܑ ି൫∑ ۷∋ܑܑ,܉ܚܑ ൯ሺ∑ ۷∋ܑܑ,ܝܚܑ ሻ

ටൣ∑ ܑ,܉ܚܑ


ܑ∈۷ ିሺ∑ ۷∋ܑܑ,܉ܚܑ ሻ൧ൣ∑ ܑ,ܝܚܑ


ܑ∈۷ ିሺ∑ ۷∋ܑܑ,ܝܚܑ ሻ൧
                                          (3) 

 
The hidden hypothesis in this approach is that items which are generally hated or liked by users have 

been rated more than the other ones. 
 

3. MATRIX COMPLETION BASED ON CONVEX OPTIMIZATION  
 

The fundamentals of the matrix completion deal with the answer to the question, “how it is possible to 
recover a low rank data matrix with only partial sampling of its entries?” Candes & Recht [11] proved that 
if the number of sampled entries or m obeys:  
 

݉  ܿ݊ଵ.ଶ(4)                                                                    ݈݊݃ݎ 
 

For some positive numerical constant like ܿ, with very high probability, most ݊ ൈ ݊ matrices of the rank 
 can be perfectly recovered by solving a simple convex optimization problem [11]. This approach finds theݎ
appropriate entries in data matrix by minimizing the nuclear norm. The equation (4) is established with the 
assumption that the matrix rank is not too large. 

In order to recover a square  ൈ  this matrix could be displayed with ,࢘ of the rankࡹ matrix 
numbers but in fact it only hasሺ െ ሻ࢘ ൈ  degree of freedom on its entries. This fact can be proved ࢘
by counting parameters in the singular value decomposition (SVD) of the low rank matrix (the degree of 
freedom in the matrix is equal to the description of singular values and of the left and right singular 
vectors). So in low rank matrices the degree of freedom is considerably smaller than .  

The utilization of the matrix completion technique in the Netflix problem is proposed by Candes & 
Recht [11] as a practical example of using this technique. In the Netflix problem, the data matrix 
consisting of all user ratings may be almost a low rank because users generally set their preferences and 
tastes based on a limited number of factors. 
 
Matrix conditions 

 
Candes & Recht exhibit a simple model for low rank matrix [11]. Suppose SVD of a matrix ࡹas: 

 
ܯ ൌ ∑ ݑߪ


ୀଵ ݒ

∗																																																																												(5) 
 

Where ݑ and ݒ are left and right singular vectors and ߪ are singular values (the roots of eigen values 
of	ܯ ൈܯ). Therefore ݑcan be a generic low rank matrix asሼݑሽଵஸஸ, uniformly and randomly selected 
from a set of r orthonormal vectors, and the same with ሼݒሽଵஸஸ. Both of these sets may or may not be 
independent from one another. Nevertheless, this model is called as the random orthogonal model.  

 
Condition of sampling sets 

 
It is obvious if we don’t have any samples in a row or column, then we certainly won’t be able to 

reconstruct any values of this row or column. Thus, there should be at least one observation (sample) in 
each row and each column. The observation set can be selected uniformly and randomly from matrix 
entries.  
 
Algorithm of problem solving 

 
Classic optimization problems can be divided into two general categories: The concave and convex 

optimization problems. Convex optimization problems try to find a minimum for optimization variables 
and there are many numerical methods for them. If a problem is not convex, it can be changed into a 
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convex optimization problem to be solved more quickly. One of the most popular ways to convert a non-
convex problem to a convex problem is the Lagrangian relaxation method[12]. 

On the subject of the matrix completion technique we aim to recover the data matrix by solving the 
following optimization problem: 

 
Minimize rank (X)      ࢚ࢉࢋ࢈࢛ࡿ	࢚	ࢄ ൌ ,ሺࡹ ሻ ∈ ષ                                (6) 

 
Where, ܺ is the decision variable, ݇݊ܽݎሺܺሻis equal to the rank of the matrix ܺand Ω is the observed 
sampling set in matrix	ܺ. It is obvious that (6) is to fit the observed data. If the rank of the matrix is ݎ,then 
this matrix will exactly have ݎ non-zero singular values. Fazel expressed that (6) has little practical 
application because the minimization of optimization variables (or the number of no vanishing singular 
values) is not a convex optimization problem, and belongs to the set of NP-hard problems instead[13]; 
moreover, all known algorithms that provide accurate solutions require exponential time order to solve the 
problem[14]. Fazel proposed a solution to convert this NP-hard problem to a convex optimization problem, 
which requires the nuclear norm to be used in the optimization problem, instead of the number of singular 
values to be considered. This is an alternative strategy to minimize the sum of the singular values, which is 
called the nuclear norm: 

 
||ܺ||∗ ൌ ∑ ሺܺሻߪ


ୀଵ                                                                     (7) 

 
Where, ߪሺݔሻis equal to ݇௧ largest singular value of X and the heuristic optimization is then given 
through:  

 
Minimize ǁXǁ∗    ܵݐ݆ܾܿ݁ݑ	ݐ	 ܺ ൌ ,ሺ݅ܯ ݆ሻ ∈ Ω                                        (8) 

 
Accordingly in this approach, matrix entries are retrieved by the minimum nuclear norm. It is worth 

noticing that the nuclear norm is a convex function and can be effectively optimized through semi-definite 
programming. Further comments might be followed in [11-13]. 

To solve the convex optimization problem, there are several solvers. The CVX is one of the most 
popular solvers raised by Boyd[15, 16]. In this paper, the CVX solver has been used for completing the 
data matrix. 
 

4. EXPERIMENTS 
 

As previously mentioned, the correlation method relies on the principle that a subset of users is selected 
based on their similarity to the active user and consequently the weighted combination of their ratings is 
used to provide the prediction of rating for the active user. However, since the recommender systems have 
the matrix sparseness problem, in order to overcome this problem, the exact matrix completion technique 
via convex optimization was used to retrieve the missing values in the data matrix. In other words, the 
matrix completion technique was used as a pre-processing step in the correlation method. Since the lower 
number of the missing values in the data matrix leads to a higher level of accuracy in choosing more 
similar neighbors for the active user, it is obvious that this preprocessing stage improves the accuracy of 
the correlation method. The proposed approach was substantiated by the experiments in this study. 

 
Data set 

 
One of the popular benchmark data sets used in the collaborative filtering research is the EachMovie 

data set, which has been used in the present experiments. It is a very large data set. There are 1623 items 
(movies), 72916 users, within which there are 2.1 million ratings. These figures are too large to be used in 
the simulation and testing processes. Thus most of the previous studies incorporated only 0.03% to 8% of 
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the original data set[17]. As for the current study, 2025 ratings, or about 0.09% of the original data set, 
was used in the experiments. 

 
Evaluation metrics and experiment setup 

 
There are two kinds of accuracy evaluation in recommender systems: 
 Prediction accuracy evaluation when explicitly predicting active users' ratings on some unseen 

items.  
 Ordering accuracy evaluation of a set of unseen items, in order to recommend top-ranked items to 

the active user.  
The former focuses on the quality of the explicit prediction which is made on the active user's level of 

interest in some unseen items. Whereas the latter implies finding a tenuous order within a set of unseen 
items so that top-ranked items will be recommended to the active user. 

The system goal in the former is to predict a user's rating on a special item. Evaluation metrics in this 
process are mean absolute error (MAE), root mean square error (RMSE) and 0/1loss error[3].  

 

ܧܣܯ ൌ
∑ |ି|
ಿ
సభ

ே
                                                                       (9) 

 

ܧܵܯܴ ൌ ට∑ ሺିሻమ
ಿ
సభ

ே
                                                                (10) 

 
/࢙࢙ࡸ ൌ ∑ | െ |࢘

ࡺ
ୀ                                                              (11) 

 
 ܑ Prediction of rating for item :ܑܘ
ܚܑ : User rating to item ܑ 
 Number of all items :ۼ

 
It is noteworthy that the proposed approach in this paper concentrates on the former; therefore, in the 

first step a customized data set with items exceeding the threshold of 21 ratings is selected. In other words, 
a 50ൈ50 data matrix of these items and users are selected to represent the fulfilled conditions of the matrix 
completion technique expressed in part 3. Secondly, ten votes in the new data matrix are randomly 
selected. To evaluate the obtained prediction accuracies, the values of the ten votes are replaced with Null 
values. At this stage, the data matrix would be the input to the matrix completion technique. Finally, the 
completed matrix which has been obtained through the convex optimization method is considered as the 
input data to be used in the correlation method based on the nearest neighborhood method which has been 
expressed in part 2. 
 

A general scheme for the proposed approach can be expressed as follows: 
 First: In order to follow the prerequisite of the data matrix, the rows and columns whose 

numbers of existing entries are less than the threshold of 21 will be eliminated. 
 Second: At this stage, the input matrix is given to the CVX solver to be completed. 
 Third: The completed matrix is used to select neighbors of the active user and then, as 

explained in part 2, the correlation method is applied on it. 
 

Results of prediction procedure 
 

Table 1 summarized the experimental results of the current study, as well as those of the Gaussian 
PLSA mixture method [9]and the unified method [5]. A comparison between the current results with those 
of the previous methods reveals that the users' ratings are more accurately predicted through the proposed 
approach in this study. Obviously, the novel proposed method including both correlation and matrix 
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A comparison between the level of prediction in the correlation method and that of the proposed 
method is shown in Fig. 1. As it can be seen, the variety of the predictions with real values in the proposed 
method is smaller than that of the correlation method. 

 
5. CONCLUSION AND FUTURE WORK 

 
Among collaborative filtering methods, the correlation method belongs to the memory-based category 
while the matrix completion method belongs to the model-based one. These two methods were combined 
in this study and a new type of collaborative filtering method was proposed. The advantages of this novel 
hybrid method are a high level of accuracy in prediction, and overcoming the semantic comprehension 
problem in the web. This recent advantage is due to the facts that first, this method does not rely on syntax 
– as content based methods do – and second, it is based on an intelligent agent such as users' comments.  
Further research includes the application of the matrix completion technique in other methods, such as the 
PLSA and hybrid methods. Moreover, as this approach is effective in increasing the first kind of accuracy 
(Prediction Accuracy Evaluation), it will probably increase the second kind of accuracy (Ordering 
Accuracy Evaluation). Besides, the operation of the currently proposed approach in hybrid personalized 
recommender systems might be investigated in the future.  
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