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Abstract– In the present study, we propose a novel clustering-based method for modeling accurate 
fuzzy rule-based classification systems. The new method is a combination of a data mapping 
method, subtractive clustering method and an efficient gradient descent algorithm. A data mapping 
method considers the intricate geometric relationships that may exist among the data and computes 
a new representation of data that optimally preserves local neighbourhood information in a certain 
sense. The approach uses subtractive clustering method to extract the fuzzy classification rules 
from data; the rule parameters are then optimized by using an efficient gradient descent algorithm. 
Twenty datasets taken from UCI repository are employed to compare the performance of the 
proposed approach with the other similar existing classifiers. Some non-parametric statistical tests 
are utilized to compare the results obtained in experiments. The statistical comparisons confirm the 
superiority of the proposed method compared to other similar classifiers, both in terms of 
classification accuracy and computational effort.           
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1. INTRODUCTION 
 

In recent years, fuzzy models have been used widely because they are able to work with imprecise data, 
handle the complex nonlinear problems and acquired knowledge with these models is more interpretable 
than the black-box models. Fuzzy Rule-Based Classification System (FRBCS) is a special case of fuzzy 
modeling and focuses on finding a compact set of fuzzy if-then classification rules to model the input 
output behaviour of the system. In the design of FRBCS, construction of rule-base is the most challenging 
problem. It is desirable that the rule-base covers all the states of the system and at the same time, the 
number of rules should be kept low to increase the generalizing ability of the model, and to ensure a 
compact and transparent model. 

Many approaches have been proposed to construct the rule-base from numerical data. These include 
heuristic approaches [1, 2], neuro-fuzzy techniques [3-6], genetic algorithms [7-11], clustering methods 
[12-22] and data mining techniques [23, 24]. Clustering-based rule extraction methods help avoid 
combinatorial explosion of rules with increasing dimension of the input space, because the resultant rules 
are scattered in the input space rather than placed according to grid-like partitions in the input space. Each 
cluster can be considered as a fuzzy rule and essentially identifies a region in the data space that contains a 
sufficient mass of data to support the existence of a fuzzy input output relationship.   

Many approaches have been proposed that use clustering methods for learning fuzzy if-then 
classification rules from numerical data. Below, some of them are mentioned.  

Yager and Filev developed a simple method based on the mountain clustering for generation of fuzzy 
rules [25]. Han et al. proposed an improved fuzzy neural network based on Takagi-Sugeno (T-S) model.  
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Subtractive clustering is used for extracting rules from data [13]. Zhao et al. proposed a two-stage 
approach to extract compact Takagi-Sugeno (TS) fuzzy models using subtractive clustering and particle 
swarm optimization (PSO) from numeric data [15]. Subtractive clustering was employed to extract a fuzzy 
rules base and the PSO algorithm is used to search the optimal rule parameters simultaneously. Eftekhari 
and Katebi proposed a hybrid approach for building optimal fuzzy model from data for nonlinear 
dynamical systems [16]. This approach was a combination of a genetic algorithm, subtractive clustering 
and unscented filter. Subtractive clustering has been used to construct rule base and unscented filter has 
been employed for optimization of model parameters. Demirli et al. used the subtractive clustering method 
as a system identification tool to model job sequencing problems from an existing sequence (output data) 
and job attribute data (input data) [26].  Torun and Tohumoglu developed a new systematic way in order 
to obtain optimized fuzzy inference system for classification [12]. Subtractive clustering has been used to 
construct rule base and simulated annealing is employed for optimization of classifier parameters. Elmzabi 
et al. proposed a method in order to generate the Mamdani fuzzy inference systems [27].  This method  
used  the  results  of  the  subtractive clustering  in  order  to  generate  the  Mamdani fuzzy  rules  and  the 
genetic  algorithms  for  the parameters optimization of these rules. Zhang and Lu proposed a method for 
creating ensembles of classifiers via Fuzzy C-Mean (FCM) clustering [28]. Radha and Rajagopalan in [18] 
and Chen in [29] proposed methods that used FCM to generate fuzzy rules from data to deal with data 
classification problem. Hossen et al. proposed a novel modified adaptive fuzzy inference system, which 
automatically generates fuzzy membership functions via the FCM clustering and fuzzy rules from the 
modified Apriori algorithm based on input-output data sets [30]. Zhang et al in [19] and Zhang and Liu in 
[20] proposed an enhanced clustering algorithm, IFCM, which originates from traditional FCM algorithm 
and can process with interval sets. They showed that the IFCM algorithm can be used to extract fuzzy 
rules for an interval type-2 fuzzy logic system.  

In this paper, first, a data mapping method is employed. This method uses laplacian eigenmaps for 
data representation and builds a graph incorporating neighbourhood information, using the notation of 
laplacian of graph for computing new representation. Then, new representation of data is used as input 
data for building FRBCS based on a clustering approach. We use subtractive clustering method and an 
efficient gradient descent method for constructing a compact and optimal rule-base. 

The remainder of this paper is organised as follows. In Section 2, the proposed new clustering-based 
method for modeling FRBCSs is presented. Experiment results are reported in Section 3. Finally, the 
article is concluded in Section 4. 

 
2. PROPOSED METHOD 

 
In this section, basic stages of the proposed method are explained. The flowchart of the proposed 
algorithm is shown in Fig. 1. Part 2 is performed after part 1. Therefore in part 2, new representation of 
data is utilized. 

 
a) Computing new representation of the data 

 
Part 1 shows the steps of the proposed algorithm used to compute new representation of the data. In 

this stage, we compute a new representation of the data. First, each attribute of data points is rescaled to 
unit interval [0, 1] by use of a linear transformation. Then, the adjacency matrix nnRA   is formed. Each 
element of A is defined by )xxexp(A

2

jiij  if ji  , and 0Aii  . In the next steps, the diagonal matrix 
D whose (i, i)-element is the sum of i-th row of A ( 

j
ijAD

ii ) and the scaled adjacency matrix 

(
2121 ADDA  ) are constructed. We find y1, y2, ..., yk, the k largest  eigenvectors of Aʹ (chosen to be 

orthogonal to each other in the case of repeated eigenvalues), and construct the matrix 
kn

k21 R]y,...,y,[yY  by stacking the eigenvectors in columns. Then, each row of Y is rescaled to unit 
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interval [0, 1] and is treated as a point in Rk. New data representation is used as input data for modeling the 
FRBCS in other stages. Usually, algorithms that are used for classification problems don’t consider the 
intricate geometric relationships that may exist among the data. In this work, we use a data mapping 
method that considers the intricate geometric relationships that may exist among the data and computes a 
new representation of data that optimally preserves local neighbourhood information in a certain sense. 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
b) Building fuzzy rule based classification system 
 

Part 2 consists of the most general steps of the proposed method in modeling FRBCS. In the first step 
in this part, we separate the data into groups according to their respective class labels. Then we apply 
subtractive clustering to each group of data individually to extract the rules for identifying each class of 
data. The cluster centers found in each group of a specific class are points in the feature space that their 
neighborhood will map into the given class. In the next step, we convert each cluster center into a fuzzy 
rule. After the initial rules have been obtained, we use an efficient gradient descent algorithm to tune the 
parameters of membership functions to minimize the classification error. The individual sets of rules are 
then combined to form the rule base of the classifier. When performing classification, the consequent of 
the rule with the highest degree of fulfillment is selected to be the output class of the classifier. 
 
1. The subtractive clustering method: The subtractive clustering method, proposed by Chiu [32], is an 
extension of the grid-based mountain clustering method introduced by Yager and Filev [33, 34]. In 
subtractive clustering method, data points are considered as the candidates for cluster centers. Consider a 
collection of n data points n21 x,...,x,x , where ix is a vector in the feature space. For this method, data 
points have to be rescaled into [0, 1] in each dimension. We consider each data point as a possible cluster 
center and define a measure of the potential of data point ix as: 

 

Build fuzzy rule based classifier Compute new representation of the data 

Input a set of data points X = [x1, x2, …, xk] in Rn×k. 

Construct the adjacency matrix A. 

Form the diagonal matrix D. 

Construct the scaled adjacency matrix Aʹ. 

Find the k largest eigenvectors of Aʹ and form the 
matrix Y = [y1, y2, …, yk] in Rn×k by stacking the 
eigenvectors in columns. 

Output new representation of data. 

Part 1 

Separate data into groups according to their 
respective class labels. 

Apply subtractive clustering to each group of 
data individually. 

Convert clusters to initial rules. 

Optimize rule parameters and generate rule base. 

Build fuzzy rule based classifier. 

Part 2 

Assign the original point yi to cluster j if and 
only if row i of the matrix y was assigned to 
cluster j. 

Fig. 1. Proposed algorithm flowchart 
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where . denotes the Euclidean distance, and ar is a positive constant. The constant ar is effectively a 
normalized radius defining a neighbourhood; data points outside this radius have little influence on the 
potential. Thus, the measure of the potential of a data point is a function of its distances to all other data 
points. 

After the potential of each data point has been computed, the data point with the highest potential is 
selected as the first cluster center. Let *

1x be the location of the first cluster center and *
1P be its potential 

value. We then revise the potential of each data point ix by the formula as follows:  

.r1.25r,r4β),xxβexp(PPP ab
2

b

2*
1i

*
1ii                                            (2) 

 
We subtract an amount of potential from each data point as a function of its distance from the first 

cluster center. The data points near the first cluster center will have greatly reduced potential, and 
therefore would be unlikely to be selected as the next cluster center. The constant br is a radius defining the 
neighbourhood which will have measurable reductions in potential. 

When the potentials of all data points have been revised, the data point with the highest potential 
value is selected as the second cluster center. The process is then continued further. In general, after the kth 
cluster center has been obtained, the potential of each data point is revised by the formula as: 

 

),xxβexp(PPP
2*

ji
*
kii                                                         (3) 

 
where *

kx is the location of the k-th cluster center and *
kP is its potential value. The process of acquiring new 

cluster center and revising potentials repeats until the remaining potential of all data points falls below 
some fraction of the potential of the first cluster center. In addition to this criterion for ending the 
clustering process are criteria for accepting and rejecting cluster centers that help avoid marginal cluster 
centers [35].  
 
2. Converting clusters to initial rules: Each cluster center may be translated into a fuzzy rule. Suppose 
cluster center *

ix was found in the group of data for class mc , this cluster center provides the rule: 
....: 2211 mii cclassthenandAisXandAisXifiRule  

Where jX is the j-th input feature and
jiA is the membership function in the i-th rule associated with the j-

th input feature. The membership function ijA is given by the formula as: 
 

,r4α,2α1σ },)σxx(21exp{)(XA 2
a

2
ij

2
ij

*
ijjjij                                         (4) 

 
where *

ijx is the j-th element of *
ix , and ra is a positive constant. The degree of fulfillment of each rule is 

defined as: 

).xxαexp(μ
2*

ii                                                                      (5) 
 

When performing classification, the consequent of the rule with the highest degree of fulfillment is 
selected to be the output class of the classifier. In this stage, we obtain a set of rules for identifying each 
class of data. The obtained rules are then combined to form the rule base of the classifier.  

 
3. Optimizing membership functions: We use the following classification error measure for a data point 
that belongs to some class c, proposed in [31]: 

 
.)1(21 2

max,max, ccE                                                          (6) 
 

Where max,c is the highest degree of fulfilment among all rules that infer class c and max,c  is the highest 
degree of fulfilment among all rules that do not infer class c. Note that this error measure is zero only if a 
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rule that would correctly classify the data point has degree of fulfilment of 1 and all rules that would 
misclassify the data point have degree of fulfilment of 0 [31]. The membership functions parameters are 
updated according to the following gradient descent formulae: 

 
)))(1(( 2*

max,max,
**** , ijijjcciijijijij xXxExExx   

                 
(7) 

 
.)))(1((, 32*

max,max, ijijjcciijijijij xXEE              (8) 
 

In (7) and (8),  is a positive learning rate. An important feature of this optimization process is that 
only two rules are updated: the rule that provided max,c and the rule that provided max,c ; the ‘+’ sign is 
used for the rule that provided max,c and the ‘-’ sign is used for the rule that provided max,c . This 
gradient descent algorithm can be viewed as a type of competitive learning algorithm: a winner in the 
‘good rule’ category is reinforced and a winner in the ‘bad rule’ category is punished. Because only two 
rules are updated each time, the algorithm is highly efficient [31]. 

 
3. EXPERIMENTAL RESULTS 

 
In this section, the performance of new proposed method is examined. We have used 20 data sets with 
numerical attributes from the University of California, Irvine machine learning repository (UCI) [36], all 
of them are valid for classification tasks. Table 1 shows specification of these data sets.  

 
Table 1. Statistics of data sets used for proposed method evaluation 

 
Data set  Number of 

attributes 
Number of 
examples 

Number  of 
classes 

Wisconsin  9 699 2 

Pima  8 768 2 

Haberman 3 306 2 

Bupa 6 345 2 

Heart 13 270 2 

Monk-2 6 432 2 

Appendicitis 7 106 2 

Saheart 9 462 2 

Tic-tac-toe 9 958 2 

Wine 13 178 3 

Newthyroid 5 215 3 

Iris 4 150 3 

Balance 4 625 3 

Post 8 90 3 

Tae 5 151 3 

Hayes-roth 4 160 3 

Car 6 1728 4 

Vehicle 18 846 4 

Glass 9 214 7 

Ecoli 7 336 8 
 

We employ ten-fold cross validation (10-CV) testing method as a validation scheme to perform 
experiments and analyze results. The algorithm is run five times and the average of accuracies is 
calculated for each data set.  In ten-fold cross validation method, each data set is randomly divided into ten 
disjoint sets of equal size (the size of each set is m / 10, where m is the total number of patterns in data 
set). The FRBCS is trained ten times, each time one of ten sets holds out as a test set for evaluating 
FRBCS and the nine remainder sets are used for training. The classification accuracy is computed in each 
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time and estimated classifier performance is the average of these 50 classification accuracies (estimated 
classifier accuracy is the average over 50 runs).  

Experimental analysis for performance evaluation of the proposed method is a necessary task in an 
investigation. For the sake of comparison, Table 3 gives the accuracies obtained by the proposed method 
as well as those of previously developed methods over different data sets. In this table, we have used 20 
data sets with numerical attributes from the University of California, Irvine machine learning repository 
(UCI) [36], all of them are valid for classification tasks. We measured performance of each classifier by 
means of its accuracy over test data by using 5 repetitions of 10-CV cross validation. The best results in 
each row (for each data set) are highlighted by boldface.  

In the Table 3, the first column shows names of data sets. The average classification accuracy for 
each data set by the proposed method and the algorithms are introduced in Table 2, are shown in the 2nd to 
15th columns, respectively. Experiment results in Table 3 show that the proposed method achieves a higher 
average classification accuracy rate in the vast majority of experiment cases. 

  
Table 2. The algorithms compared with proposed method in experiments 

 
References Method 

Chen and Chen[37] M1 

Carvalho and Freitas[38] M2 

Gray and Fan [39] M3 

Sánchez and Otero [40] M4 

Mansoori et al. [41] M5 

Ishibuchi et al. [10] M6 

Ishibuchi and Yamamoto [42] M7 

Gao and Wang [43] M8 

Wang et al. [44] M9 

Paredes and Vidal [45] M10 

Nakashima et al. [46] M11 

Sánchez and Couso [47] M12 
Gonzalez and Perez [48] M13 

 
Table 3. Comparing the classification accuracy of proposed method with the other  

classification approaches (10-CV test method) 
 

       Method 
Data set 

Proposed 
method 

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 

Wisconsin   98.71 95.30 93.85 94.98 95.84 93.69 95.27 91.11 94.99 96.86 65.52 96.85 95.56 95.42 
Pima   81.57 65.10 73.31 70.71 75.01 73.05 74.09 73.06 69.94 72.14 72.01 73.71 72.93 73.32 
Haberman  80.00 51.67 73.48 71.22 73.81 73.52 72.19 73.19 68.64 68.94 73.52 73.80 71.56 71.90 
Bupa  79.41 42.10 65.88 58.74 64.63 57.34 64.95 57.87 63.16 63.17 58.63 59.37 57.37 56.06 
Heart  96.29 80.37 79.62 71.85 75.92 75.56 73.70 51.85 75.18 77.40 76.29 77.30 78.14 78.51 
Monk‐2  95.34 47.33 97.46 95.19 96.77 80.64 95.88 42.89 74.90 70.70 86.53 69.31 94.70 97.26 
Appendicitis  93.75 80.18 84.09 85.81 85.00 86.90 83.00 85.81 74.45 87.63 85.72 83.72 84.09 82.18 
Saheart  76.08 65.36 68.82 65.36 70.96 67.96 67.07 72.48 64.05 70.10 65.54 69.87 70.95 65.12 
Tic‐tac‐toe  82.10 65.34 77.97 69.93 87.16 69.93 72.45 50.14 73.17 81.84 34.66 49.16 76.47 65.34 
Wine  97.53 93.20 94.90 78.76 94.96 90.42 89.80 93.82 96.63 96.63 94.37 94.01 89.24 92.12 
Newthyroid  96.76 69.80 91.64 81.77 91.70 86.53 89.35 84.24 88.44 98.61 97.20 97.25 92.57 90.75 
Iris  96.66 83.33 96.00 86.00 93.33 94.00 93.33 92.66 92.66 94.66 93.33 96.00 93.33 95.33 
Balance  88.78 46.08 75.49 71.34 79.34 69.12 86.39 90.39 74.56 89.26 76.34 85.61 74.56 74.08 
Post  87.50 71.38 69.16 67.91 63.89 67.91 65.69 42.91 49.58 60.83 46.52 40.56 68.06 71.38 
Tae  56.16 32.46 41.12 41.16 49.79 49.12 55.83 55.12 41.79 46.46 41.83 54.46 55.75 52.41 
Hayes‐roth  73.12 40.62 74.37 50.62 74.37 44.99 61.87 58.75 46.25 47.50 37.50 51.87 65.62 77.50 
Car  83.13 70.02 81.36 76.26 83.21 67.18 72.22 77.83 87.67 89.69 78.02 86.22 80.26 70.02 
Vehicle  75.00 32.52 71.50 47.87 48.57 52.48 50.24 60.77 74.23 69.39 69.26 65.20 60.50 60.00 
Glass  90.47 32.89 61.16 44.53 62.77 61.02 56.60 60.04 70.94 72.66 70.87 58.30 55.15 58.14 
Ecoli  87.87 42.56 76.47 62.79 70.26 74.44 73.83 72.02 67.88 82.47 82.47 80.40 70.22 84.53 
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However, this observation-based evaluation does not reflect whether or not the differences among the 
methods are significant. We use statistical tests to make sure that the difference is significant, that is, very 
unlikely to be caused by chance - the so-called p-value of the test [49]. To evaluate performance of the 
proposed method, we use Friedman test [49-52], which is a non-parametric statistical analysis based on 
multiple comparison procedures. In order to perform a multiple comparison, it is necessary to check 
whether all results obtained by the algorithms present any inequality. Friedman test ranks the algorithms 
for each data set separately, the best performing algorithm obtaining the rank of 1, the second best rank 2, 
and so on. In case of ties, average ranks are assigned. Under the null-hypothesis, it is stated that all the 
algorithms are equivalent, so a rejection of this hypothesis implies the existence of differences among the 
performance of all the algorithms studied [51, 52].  Friedman test’s way of working is described as 
follows. 

Let j
ir be the rank of the j-th of k algorithms on the i-th of N data sets. The Friedman test compares 

the average ranks of algorithms,  
i

j
ij r.N1R . Under the null-hypothesis, which states that all the 

algorithms are equivalent and so their ranks jR should be equal, the Friedman statistic is distributed 
according to 2

Fχ with k − 1 degrees of freedom and is as [52]: 
 

].
4

1)k(k
R.[

1)k(k

12N
χ

j

2
2
j

2
F 





                                                (9) 

 
Average ranks obtained by each method in the Friedman test are shown in Table 4. In this table, 

value of Friedman statistic (distributed according to chi-square with 13 degrees of freedom) is 92.602875 
and p-value computed by this test is 0. These ranking values will be useful to calculate the p-values and to 
detect significant differences between the methods. Evidently, the rank assigned to the proposed method is 
less than other methods. Hence, new hybrid method is the best method. Statistical test are done using 
average accuracies in test data. 

Then, Holm’s test and Finner test are used as post-hoc methods. Holm’s test [53] is a multiple 
comparison procedure that can work with a control algorithm (which is usually the best according to 
Friedman rankings computation) and is compared with the remaining methods. The tests statistics for 
comparing the i-th and j-th method using this procedure are: 

 

.6N1)k(k)R(Rz ji                                                      (10) 
 

The z value is used to find the corresponding probability from the table of normal distribution, which 
is then compared with an appropriate level of confidence α. Holm’s test adjusts the value for α in order to 
compensate for multiple comparisons. 

Holm’s test adjusts value of α  in a step-down manner. Let p1, p2, ..., pk-1 be the ordered p-values 
(smallest to largest), so that p1 ≤ p1 ≤ ... ≤  pk-1,  H1, H2, ...,Hk-1 be the corresponding hypotheses. The Holm 
procedure rejects H1 to Hi-1 if i is the smallest integer such that i)(k/αpi  . Holm’s step-down 
procedure starts with the most significant p-value. If p1 is below 1)(k/α  , the corresponding hypothesis 
is rejected and we are allowed to compare p2 with 2)(k/α  . If the second hypothesis is rejected, the test 
proceeds with the third, and so on. As soon as a certain null hypothesis cannot be rejected, all the 
remaining hypotheses are retained as well [51]. The Finner procedure [54] adjusts the value of α  in a step-
down manner, as Holm’s method does. It rejects H1 to Hi-1 if i is the smallest integer so that 

i1)(k
i α)(11p  [51]. 

The p-values obtained by applying Holm method and Finner method over the results of Friedman 
procedure are shown in Table 5. Holm's and Finner procedures reject those hypotheses that have a p-value 
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≤ 0.05. As Table 5 shows, Holm's and Finner procedures verify that the proposed method performs better 
than all other approaches, because all approaches have a p-value ≤ 0.05.  

 
Table 4. Average rankings of algorithms by Friedman procedure 

 
Algorithm Ranking 

Proposed method 1.85 
M1 11.75 
M2 5.575 
M3 10.7 
M4 5.45 
M5 9.075 
M6 7.725 
M7 8.7 
M8 9.075 
M9 5.3 

M10 8.325 
M11 6.575 
M12 7.625 
M13 7.275 

 
Table 5. Post Hoc comparison table for α = 0.05 (Friedman) 

 
i Algorithm z p Holm Finner 

13 M1 7.483697 0 0.003846 0.003938 
12 M3 6.689971 0 0.004167 0.00786 
11 M5 5.461587 0 0.004545 0.011767 
10 M8 5.461587 0 0.005 0.015659 
9 M7 5.178113 0 0.005556 0.019535 
8 M10 4.89464 0.000001 0.00625 0.023396 
7 M6 4.441083 0.000009 0.007143 0.027242 
6 M12 4.36549 0.000013 0.008333 0.031072 
5 M13 4.100915 0.000041 0.01 0.034888 
4 M11 3.571764 0.000355 0.0125 0.038688 
3 M2 2.815835 0.004865 0.016667 0.042474 
2 M4 2.721344 0.006502 0.025 0.046244 
1 M9 2.607955 0.009108 0.05 0.05 

 
4. CONCLUSION 

 
We proposed a new clustering-based method for modeling accurate fuzzy rule based classification 
systems. At first, a data mapping method was utilized to compute a new representation of data. Using this 
new representation caused better classification rates and helped increase the speed of the classification 
process (this is particularly relevant in high dimensional problems). This clustering-based method extracts 
fuzzy classification rules from new data by subtractive clustering and then optimizes the rule parameters 
by using an efficient gradient descent algorithm. Also, to compare the proposed method against other well 
known previously developed methods, several statistical tests were done. Simulation results show that the 
new approach significantly improves the classification performance.  
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